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INTRODUCTION 

This report, the eighty-second in a series of 
quarterly progress reports issued by the Research 
Laboratory of Electronics, contains a review of the 
research activities of the Laboratory for the three- 
month period ending May 31,  1966. Since this is a 
report on work in progress, some of the results 
may not be final. 



G E N E R A L  P H Y S I C S  



I. MOLECULAR BEAMS* 

Academic and Research Staff 

Prof. J. R. Zacharias Prof. J. G. King F. J. O'Brien 
Prof. K. W. Billman Prof. C. L. Searle M. A. Yaffee 

Prof. E. F. Taylor 

Graduate Students 

J. F. Brenner G. L. Guttrich C. 0. Thornburg, Jr. 
R. Golub W. D. Johnston, Jr. L. H. Veneklasen 

S. G. Kukolich 

A. NEUTRALITY OF THE NEUTRON 

An experiment has been undertaken to examine more closely the limit that may be 
placed on a possible charge possessed by the free neutron. The implications associated 
with such a charge are  numerous. A neutron charge of approximately 2 X electron 

1 charge (e) would explain the expanding universe on the basis of electrostatic repulsion. 
A neutron charge of approximately 2. 5 X e would explain the magnetic fields of 
the earth and sun.' Finally, the independence of three conservation laws - Conservation 
of Baryons, Conservation of Leptons, and Conservation of Charge - is linked to the 
strict neutrality of the neutron and the equality of the magnitude of the electron and pro- 
ton charges. 

The experimental technique employed here was to subject a beam of neutrons to a 
strong, uniform, transverse electric field, E. If the neutrons are  assumed to possess 
a charge q, this would result .in an angular deflection of the beam 

for small 0. Here, m is the neutron mass, L is the length of the deflection region, 
and v is the longitudinal beam velocity. Reversing the sense of E would give r ise to a 
deflection -8; that is, upon field reversal an angular charge of A8 = 20 would be expected. 
Thus the charge measurement reduces to the detection of small angular beam deflections. 

A beam of heavy- 
water-moderated neutrons from the M. I. T. reactor, operating between power levels of 
2 to 5 Mwatts during the experiment, impinge on a perfect Si crystal with a flux of 
approximately 10 neutrons/second. This monochromating crystal Bragg reflects the 
desired neutrons of wavelength X = 2.40 with a scattering angle of 45" onto the second 
analyzer Si crystal. When the analyzer crystal is correctly adjusted, the neutrons are 

Figure 1-1 illustrates schematically the technique that was used, 

9 

* 
This work was supported by the Joint Services Electronics Programs (U. S. Army, 

U. S. Navy, and U. S. A i r  Force) under Contract DA 36-039-AMC-O3200(E). 
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(I. MOLECULAR BEAMS) 

reflected into the conventional BF3 detector and counting system. It should be noted that 

another, "contamination" wavelength of X/3 = 0.8 is also reflected. Its effect was 

_ _ _ _ _ _ _ _ _ _  
I 
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I 
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I 
I 
I 
I 
I 
I 

R MONOCHROMATING 

+COLLIMATOR SLIT  

I 
HIGH VOLTAGE I 
DEFLECTION PLATES I 

HIGH VOLTAGE ~ = 1 5 0 c m , d = 0 . 2 c m , h = 4 c m )  I REVERSiNG 
I 
I 
I 

I 
I 
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Fig. I- 1. Schematic diagram of the neutron-neutrality experiment. 

carefully measured and accounted for, and thus will not be mentioned in the sequel. Two 
boron-enriched slits limit the beam width so a s  to avoid reflection of the neutrons from 
the high-voltage electrodes. The absence of such reflections was  carefully determined. 
The counting rate is an extremely sensitive function of the angle of incidence of the beam 
onto the analyzer. By providing a unique mounting for this crystal, and by carefully 
maintaining the apparatus in a constant temperature environment, sufficient stability was 
obtained to use the change in counting rate to detect a beam deflection when the trans- 
verse electric field was applied. 
structure shown in Fig. 1-1. The construction and support were consistent with providing 
negligible gradients to the beam and to maintaining constant field magnitude when the 
electric field was reversed by means of the reversing switch. The entire electrode 

assembly was contained in a vacuum system, the neutron beam entering and leaving 
through thin aluminum windows. 

angular deflection of the beam for  this geometry would amount to f2 msec of a rc  when an 
electric field of f200 volts/cm was provided. 
tically reversed at 5-min intervals, the angle of incidence of the beam onto the analyzer 
crystal would vary by this amount around some zero-field value, eo. 

is, the effect of varying the angle of incidence of the neutron beam onto the analyzer 

The field was provided by the parallel-plate electrode 

Under the assumption that the neutrons did possess a charge of, say, e, the 

Hence, a s  the electric field w a s  automa- 

Figure 1-2 shows a typical "rocking curve" of this double crystal arrangement; that 
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crystal. 
position, but with E = 0, and by rotation of the analyzer. 

This curve was actually obtained with the high-voltage electrode system in 
From the slope of the curve 

t 
in the region of eo, the sensitivity of 
the experimental arrangement can be 
assessed. For low power level oper- 
ation of the reactor, this w a s  typically 
75 n/min-sec of arc,  and for high power 
level it was 200 n/min-sec of arc. The 
theoretical limit to the half -width of 
the rocking curve can be shown from 
diffraction theory to be 

(2) 
MbA2 ROCKING ANGLE (seconds O f  O l C )  

t i =  n sin 28 
Fig. 1-2. Typical rocking curve of the 

double -crystal spectrometer. where M is the atomic density of the 
crystal, b is the crystal structure fac- 

tor, A is the neutron wavelength, and 8 is the Bragg angle. For the arrangement used 
here a theoretical 6 of 3. 2 sec is predicted, whereas an excellent value of 4. 1 sec was 
attained. 

A verification of the equivalence of using this rocking curve for the basis of the sen- 
sitivity to beam deflection was made. 
an aluminum prism in the beam in the region between the two crystals. 
angle is a, the corresponding angular deviation of the beam can be shown to be 

The beam was actually deflected by positioning 
If the prism 

p = 2(1-n) tan a = 2 - M ~ X '  tan a, 2n (3) 

where n is the index of refraction, M the atomic density, and b the absolute scattering 
amplitude of aluminum. 
neutron charge deflection in its wavelength dependence, as can be seen from Eq. 1 when 
the de Broglie relation v = - is used to eliminate the velocity. Figure 1-3 shows the 
agreement obtained between the change in angular deflection of the beam as the aluminum 
prism was rotated 180°, as predicted by Eq. 3 , and that computed from the measured 
change in neutron count rate and the corresponding angular charge ascertained from the 
rocking curve. 

deflection, A8 , to the field when on to the field turned off; that is , it is one half of the 
angular deflection change under reversal of the sense of the electric field. The e r ror  
brackets a re  found to agree extremely well with those to be expected on the basis of fi. 
For obvious reasons, much more data were accumulated at the highest value of the 

It should be noted that such a deflection is fully equivalent to a 

h 
mA 

The experimental results are exhibited in Fig. 1-4. The ordinate axis is the angular 
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Fig. 1-4. Expecimental results. 

electric field which could be attained. 
would have been measured if the neutron charge were as large as 
squares f i t  gives (-2.Of3.8)10-'* e; that is, if the neutron does possess a charge, we 
have shown that, with a 68 per cent confidence level, it must lie somewhere within the 
dotted band illustrated in Fig. 1-4. 

K. W. Billman, C. G. Skull, F. A. Wedgwood. 

[Professor C. G. Skull and Dr. F. A. Wedgwood are  at The Center for Materials Science 
and Engineering. This work was supported in part by the National Science Foundation, 

The dotted lines indicate what angular deflection 
e. A least- 
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11. MOLECULAR COLLISIONS* 
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Prof. J. L. Kinsey 
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M. H. Klumpp 
J. R. Lawter 

RESEARCH OBJECTIVES 

Our interest is in molecular collisions at thermal energies. These phenomena are  
studied mainly through crossed molecular beam scattering experiments. Two kinds of 
collision processes are  of interest to this group: (i) collisions which can lead to chem- 
ical reactions; (ii) elastic and inelastic nonreactive collisions. 

In the chemical studies our aim is to determine some of the finer details of reactive 
collisions, such as  the anisotropy of product velocities and the distribution of available 
amounts of energy, momentum, and angular momentum among the various accessible 
modes. The nonreactive studies a re  mainly concentrated on processes that have some 
relevance to chemical processes or energy transfer processes. 

administered by the Research Laboratory of Electronics. 
This work is supported by National Science Foundation Grant GP-5099, which is not 

J. L. Kinsey 

* This work is supported in part by the Joint Services Electronics Programs 
(U. S .  Army, U. S. Navy, and U. S. Air Force) under Contract DA 36-039-AMC-O3200(E). 
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III. MICROWAVE SPECTROSCOPY * 

Academic and Research Staff 

Prof. M. W. P. Strandberg Dr. J. M. Andrews J. G. Ingersoll 
Prof. 3. L. Kyhl J. D. Kierstead 

Graduate Students 

V. Castellani R. M. Langdon, Jr. T. E. McEnally 
J. U. Free, Jr. M. K. Maul S. R. Reznek 
A. Fukumoto B. N. Yung 

Undergraduate Students 

S. Greenberg 
D. D. Milligan 

D. W. Vahey 
F. Williams 

A. WORK COMPLETED 

1. ULTRASONIC ATTENUATION AND SIZE EFFECT IN GALLIUM 

This work has been completed by Akira Fukumoto and submitted a s  a thesis to the 
Department of Physics, M. I. T. , June 1966, in partial fulfillment of the requirements for 
the degree of Doctor of Philosophy. A summary of the thesis research follows. 

metric resonance, ultrasonic attenuation (UA) and Gantmakher resonance (GR). 

coefficient is obtained. 
and the result is used to obtain the surface impedance of a finite plate. 
a re  used to discuss the various observable factors of the experiments. 

The UA experiment was performed at  a frequency of 900 Mc, and geometric reso- 
nances were observed at the magnetic field below 1 kgauss. A method to fabricate a 
well-oriented crystal, "0. 2 mm thick for. use in GR experiment was developed. 
Gantmakher resonances of various line shapes were observed at  the magnetic field below 
500 gauss. 

The experimental results of UA and GR were very similar, and showed very good 
agreement with the Fermi surface calculated by the augmented plane-wave (APW) model. 
APW bands 7 and 8 were verified in three orthogonal planes with an accuracy of less 
than 30 per cent. APW band 4 was verified in two orthogonal planes, and the deviation 
was less than 25 per cent. 
experiment and part of this band agreed with the data with less than 15 per cent accuracy. 

Two different techniques were used to study the Fermi surface of Gallium by geo- 

The theory of UA in metals is reviewed and a general expression for the attenuation 
The surface impedance of a semi-infinite metal is calculated 

These results 

The existence of APW band 5 is strongly indicated by the 

The line shape of GR signals is discussed. Kaner's theory is extended and a 

* 
This work was supported by the Joint Services Electronics Programs (U. S. Army, 

U. S. Navy, and U. S. Air Force) under Contract DA 36-039-AMC-O3200(E). 
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(111. MICROWAVE SPECTROSCOPY) 

discussion and calculation of the effect of interference of the electric fields arising from 

the two opposing surfaces of a thin sample, as is the case in the usual experimental 
arrangement, is given. The interference effect of the electric fields arising from the 
two surfaces was studied by comparing the line shapes of the samples with and without 
shielding on one side of the sample. The dependence of the line shape on the radio fre- 
quency and the polarization of the high-frequency field were studied, and a method was 
developed to obtain the correct value of the wave vector corresponding to the extrema1 
orbits of the electrons. 

Temperature dependence of the attenuation coefficient of the UA experiment is dis- 

M. W. P. Strandberg 
cussed briefly . 

2. USE OF EMR TO STUDY MAGNETIC FIELD HOMOGENEITY AND 
CAVITY CONFIGURATIONS FOR LARGE AQUEOUS SAMPLES 

This work has been completed by David D. Milligan and submitted as  a thesis to the 
Department of Physics, M. I. T. , June 1966, in partial fulfillment of the requirements 
for the degree of Bachelor of Science. 

trometer was investigated. 
the sensitivity of this type of helical resonator in studying aqueous samples was found 
to be inherently three orders of magnitude below the sensitivity obtained by using a 
standard cylindrical cavity with an unloaded Q of 25,000. 

A summary of the thesis research follows. 
The sensitivity of a helical resonator for use as a microwave cavity in an EMR spec- 

By using experimental techniques and a theoretical analysis, 

A simple and accurate technique for measuring static magnetic field homogeneity 
with the use of an EMR spectrometer is discussed and the use of "Rose Shims" to reduce 
inhomogeneity was studied. 
an inhomogeneity of 0.15 gauss per centimeter near the geometric center of the pole 
pieces. 

The magnetic field used in this laboratory is found to have 

M. W. P. Strandberg 

3. BOLOMETRIC DETECTION OF COHERENT PHONONS IN QUARTZ 

This work has been completed by David W. Vahey and submitted a s  a thesis to the 
Department of Physics, M. I. T. , June 1966, in partial fulfillment of the requirements 
for the degree of Bachelor of Science. 

Echoes of coherent phonons propagating through x-cut quartz were detected with a 
A summary of the thesis research follows. 

tin superconducting bolometer. 
peratures with the use of a re-entrant microwave cavity capable of generating phonons 
near 9 Gc. 

The experiments were performed at liquid-helium tem- 

Experimental results on bolometer responsivity are  described and tentatively found 
to agree fairly well with the theory for bias currents up to 40 ma. 
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(111. MICROWAVE SPECTROSCOPY) 

In other work, the decay constant for coherent 9-Gc phonon energy in the quartz- 

This bolometer system has been measured bolometrically to be (0.13 2.035) cm". 
value is almost a factor of two less than that obtained under similar conditions with a 
microwave- reflection technique, and is believed to demonstrate the phase-sensitive 
properties of that method of measurement. 

Finally, the basis for experiments on phonon transmission across a quartz-indium 
interface is described in an appendix, and the results of a preliminary investigations 
are  presented. 

M. W. P. Strandberg 

4. APPARATUS FOR MEASURING PHONON DISPERSION IN SINGLE 
CRYSTALLINE MATERIAL 

This work has been completed by William B. Robbins and submitted a s  a thesis to 
the department of Physics, M. I. T. , January 1966, in partial fulfillment of the require- 
ments for the degree of Bachelor of Science. A summary of the thesis research follows. 

Circuitry meeting the requirments for detection of phonon dispersion was developed 
in order to match a low impedance (2-ohm) superconducting bolometer to a higher imped- 
dance (500-ohm) low-noise amplifier. The circuit operates at cryogenic temperatures, 
has a 10-90% rise time of 80 msec, produces less than 5% overshoot, and droops less 
than 20% for pulses of 10 psec duration. Theoretical calculations predict a droop -1 8% 
and a rise time of -100 nsec. The total circuit loss is less than 1. 6 db. No heat-pulse 
dispersion measurements were made, because of lack of time. 

M. W. P. Strandberg 

B. SUPERCONDUCTING BOLOMETERS: DETECTION OF AMBIENT ACOUSTIC NOISE 

We have observed the low-frequency (20 cps-20 kc) noise spectrum of a supercon- 

1. The noise spectral density varies a s  (frequency)-", where n is 2 o r  slightly 

The magnitude of the noise spectral density depends upon whether or  not the 

The magnitude of the noise sprectral density depends upon the phase of the liquid- 

ducting tin bolometer, and find that it has the following characteristics. 

greater. 
2. 

bolometer is immersed in the liquid-helium bath. 

helium bath, that is, whether i t  is Helium I o r  11. 
3. 

A plot of the noise spectral density is given in Fig. 111- 1. 

The characteristic frequency of the noise is so low (approaching zero frequency), and 
so much lower in magnitude in nonbubbling Helium I1 than in bubbling Helium I, that we 
are  forced to conclude that the electrical ouput noise arises from the detection, by the 
bolometer, of the acoustic noise in bubbling liquid helium. The residual noise that is 
present when the bolometer is not physically immersed in liquid Helium 11, may arise 
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r AMPLIFIER NOISE 

I I JI 

200 400 800 lkc 100 

f -" 

-L u 
lOkc 

FREQUENCY 

Fig. 111- 1. Spectral noise density in a superconducting tin bolometer. 

from critical-point fluctuation in the bolometer superconducting normal phase transition. 
At the critical point this fluctuation spectrum would also have a characteristic frequency 
that approaches zero. This critical-point fluctuation noise should be independent of 
whether or  not the bolometer is in physical contact with the liquid Helium bath; it is 
more probable that the residual noise is simply laboratory ambient acoustic noise 
detected by the bolometer. 

The increase in the magnitude of the noise with immersion of the bolometer in the 
liquid-helium bath would seem to eliminate the transit of quantized flux vertices as a 
source of this noise. 

1 

M. W. P. Strandberg, J. D. Kierstead 

References 

1. D. J. van Ooijen and G. J. van Gurp, Phys. Letters le 230 (15 July 1966). 

C. BOLOMETRIC DETECTION OF COHERENT 9-GHz LONGITUDINAL 
PHONONS IN X-CUT QUARTZ 

1 A superconducting bolometer has been utilized for the detection of coherent 9.0-GHz 
longitudinal phonons in an x-cut quartz rod. A bolometer is an energy-sensing device, 
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(III. MICROWAVE SPECTROSCOPY) 

and the complications associated with the phase-averaging process within the re-entrant 
cavity of a conventional microwave ultrasonic receiver, often giving rise to ragged, 
nonexponential echo-decay and are  thereby circumvented. It has been 
pointed out,6 furthermore, that even when nearly exponential decay envelopes are  
observed in convential microwave ultrasonic experiments, the apparent loss of ultra- 
sonic energy associated with the geometric effect of nonparallelism of the sample end 
faces combined with crystalline axis misalignment may greatly exceed the actual intrin- 
_. sic loss caused by crystalline imperfections. 

In studies of the temperature dependence of phonon-phonon scattering, an exponential 
decay envelope is not needed. The height of an echo that has made many passes through 
the sample is measured relative to its value at 4.ZoK, where the phonon-phonon scat- 
tering is negligible in comparison with the temperature-independent residual attenuation. 
Thus, although phonon-phonon scattering at microwave frequencies has been investigated 
in considerable detail in a wide variety of materials and at frequencies as high as  
70 GHz in quartz,' the absolute value of the residual attenuation at temperatures below 
4.2.  OK has remained a moot issue, because of the evolution of an unknown phase distri- 
bution of the microwave field over the receiving surface of the sample in multiple- 
reflection experiments. 

For our experiment a quartz rod was selected that was known to have a rather high 
residual attenuation below 4.2 OK. Thus the attenuation was sufficiently high to greatly 
diminish the usual "beating" effects often observed in microwave ultrasonic attenua- 
tion 
was observed with the microwave receiver, by utilizing a calibration pulse for pulse- 
height comparison measurements. As shown in Fig. 111- 1, microwave ultrasonic gen- 
eration and reception is performed in the same X-band re-entrant cavity at one end of 
the quartz rod. The measurements of pulse-echo power, detected in the microwave 
cavity, a re  shown by the upper line in Fig. 111-3. Clearly, beating effects a re  not very 
evident in these measurements. The quartz rod utilized in this experiment was 19 mm 
long, and therefore the ultrasonic attenuation coefficient derived from these microwave 
measurements a t  9.0 GHz was 1 db/cm. 

At the other end of the quartz rod shown in Fig. 111-2, a tin film, approximately 

and a very nearly exponential decay of the pulse-echo envelope 

0. 1 p thick, was deposited. The experiments were carried out at the superconducting 
transition temperature of the tin (3.7"K) so that the ultrasonic pulses could also be 
detected bolometrically. These measurements a r e  shown by the lower line in Fig. 111-3. 
The ultrasonic attenuation coefficient derived from the bolometric measurements at 
9.0 GHz was 0 . 6  db/cm. 

Comparison of the data taken from the two types of attenuation measurements, as  
shown in Fig. 111-3, indicates that the microwave re-entrant cavity technique introduces 
an additional factor of 0.4 db/cm in the apparent attenuation measurement. This 
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BOLOMETER 
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Fig. 111-2. Generation and detection of microwave phonons at 9 . 0  GHz. Microwave 
ultrasonic pulses propagating in the x-cut quartz rod a re  detected by the 
conventional, re-entrant cavity method at the left end, and by a super- 
conducting bolometer at the right end. 
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I MICROWAL 

1 

I I I I I I I I 

4 5 6 7 8 9 2 3 
ECHO NUMBER 

Fig. 111- 3. Measurements of the ultrasonic attenuation of longitudinal 9.0-GHz 
phonons in an x-cut quartz rod, 19 mm long. The upper line repre- 
sents measurements of microwave pulses received by the re-entrant 
cavity. The lower line represents measurements of the same pulses 
received by a superconducting bolometer at the opposite end of the 
quartz rod. The higher attenuation observed in the re-entrant cavity 
is attributed to unknown phase averaging of the microwave field over 
the end face of the quartz rod. 

QPR No. 82 14 



(III. MICROWAVE SPECTROSCOPY) 

discrepancy is ostensibly related to the averaging of the unknown phase distribution of 
the microwave field over the receiving surface of the x-cut quartz sample. 

The use of a metallic fi lmfor the detection of ultrasonic energy raises the disqui- 
eting question of how much of the energy is absorbed by the film in the detection process. 
At low temperatures the conduction electrons contribute heavily to the ultrasonic atten- 

uation process in metals whenever their mean-free path becomes comparable to the 
ultrasonic wave length. In our bolometric film the electronic mean-free path is limited 
by boundary scattering to approximately one-third of the ultrasonic wavelength. 
theory of the electronic contribution to the ultrasonic attenuation in metals derived by 

Pippard yields an absorption of approximately 0.03 db per echo in the superconducting 
film. This small value is consistent with the fact that we could see no change in the 
microwave attenuation as the tin film was driven from the superconducting to the normal 
state by means of an external magnetic field. 

The highest frequency at which Pippard's theory has been verified is 0.9 G H z . ~  It 
is therefore desirable to have an additional experimental check at 9 GHz. 
carried out by evaporating a relatively thick (1 p) indium film on another quartz rod in 
place of the bolometer and performing microwave attenuation measurements in this rod 
with the apparatus shown in Fig. 111-2. 

The ultrasonic impedance of the longitudinal mode in indium is very nearly equal to 

The 

8 

This has been 

0 1 2 3 4 

ECHO NUMBER 

Fig, 111- 4. Electronic contribution to ultrasonic attenuation 
at 9.0 GHz in an indium film, approximately 1 p 
thick. The difference in pulse-echo height, as  the 
film is driven from the superconducting to the 
normal state, is represented by A. 
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that in x-cut quartz. It is therefore reasonable to assume that virtually all of the ultra- 
sonic energy incident upon the quartz-metal interface is transmitted into the film. This 
contention is supported by the comparison of our experimental results with theory. The 
indium film was driven from the superconducting to the normal state by the application 
of an external magnetic field, and the relative changes in the heights of three echoes 
were measured, These data are  shown in Fig. 111-4. An absorption of 0.07 db per echo is 
consistent with Pippard's theory if the effective number of free electrons per atom is 
taken a s  two. This is the same value a s  that required in a comparison of the Pippard 
theory with ultrasonic attenuation measurements in indium at  0.165 and 0.91 GHz. 

The ultrasonic attenuation measurement in the thick film supports our previous esti- 
mate of the relatively small absorption coefficient of our bolometric detector. Further- 
more, these detectors can be made considerably thinner than 0.1 p. It therefore appears 
that the superconducting bolometer may be useful as a phase-insensitive detector that 
can be utilized for absolute ultrasonic attenuation measurements at microwave fre- 
quencies where unknown phase averaging of the microwave field complicates the inter- 
pretation of data obtained by conventional re-entrant cavity reception. 

The author would like to acknowledge the assistance of David W. Vahey who per- 
formed some of the experiments. 

J. M. Andrews, Jr. 
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D. ERRATUM: MINIMUM DETECTABLE POWER IN SUPERCONDUCTING 
BOLOMETERS 

In Quarterly Progress Report No. 81, page 1, the last line should be changed to read: 
"the rms  equivalent input noise power arising from the three processes is given by". 

J. M. Andrews, Jr. 
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A. ABSOLUTE FLUX MEASUREMENTS OF CASSIOPEIA A AND TAURUS A 
AT 3.64 AND 1.94 CM 

1. Introduction 

During December 1965 and January 1966, a series of observations of the 
two strong radio sources Cassiopeia A and Taurus A w a s  conducted at the Haystack 
Research Facility of Lincoln Laboratory, M. I. T. The antenna, a cornucopia 
horn reflector of approximately 6 m2 aperture, has been measured extensively 
on a ground reflection antenna pattern range. Drift-scan observations were  
made at transit for both sources at two frequencies, 8.25 GHz and 15.50 GHz. 
The radiometers were examined for nonlinearity, and the gas-tube noise cali- 
bration sources were referred to standard terminations at liquid-. nitrogen tem- 
perature. Data were collected on punched paper tape, and drift scans were 
individually processed on a digital computer. After baseline subtraction and 
scaling, each scan was approximated by a one-dimensional Gaussian curve through 
an iteration procedure, with the use of a set  of equations developed from the 
minimum least-squares e r ro r  criterion. The data were corrected for atmospheric 
attenuation, waveguide losses, integration time constant, source size, and, in 
the case of Taurus A, polarization, then converted to absolute flux by using 
the measured efficiency of the antenna. 

the present report constitutes a full description of the measurement techniques and 
the method of data reduction. 

Although mention of this work has been made in a previous progress report, 1 

~ 

4 This work was supported principally by the National Aeronautics and Space Adminis- 
tration (Grant NsG-419 and Contract NSR-22-009-120); and in part by Lincoln Labora- 
tory Purchase Order No. 748. 
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2. System Parameters 

a. Aperture Efficiency of the Horn Antenna 

Measurements of the gain of the cornucopia antenna from 2.7 to 16.0 GHz 
were performed by A. Sotiropoulos. The substitution method w a s  used on a sim- 
ulated free-space range. The data have been analyzed by A. Sotiropoulos and 
J. Ruze, of Lincoln Laboratory, and their results have been published in a tech- 
nical report.' The conclusions pertinent to the present observations are presented 
in Table IV-1, where q = aperture efficiency, defined as the ratio of the effec- 
tive area to the actual area of the aperture AS. 
the number that converts antenna temperature from an unpolarized point source 
to flux in units of 10 

tainties in the measurement of q, the quantity p has an rms  error  of 4 per cent 
at both frequencies. 

The quantity p = 2k/qAz is 

-26 Wm-2 A 
Hz" according to Sv = pTA. Because of uncer- 

Table IV-1. Results. 

Frequency (GHz) rl P 

8. 25 0.719 f .028 633 f 25 

15. 50 0.578 f . 0 2 3  787 f 31 

b. Rotary Joint and Waveguide Losses 

The cornucopia antenna is mounted in such a way as to allow rotation about 
its longitudinal axis. Figure IV-1 shows the arrangement. The rotational axis 
is aligned East-West, so that the antenna beam is movable in elevation along 
the meridian plane. The radiometric instrument box is shown attached to the 
antenna. The antenna is connected to the radiometer through a rotary joint, a 
6-inch piece of flexible waveguide, and a 6-inch piece of solid waveguide. Fig- 
ure IV-2 shows the arrangement. 

The calibrations of the radiometer were referred to the indicated flange (Fig. IV-2). 
To account for the loss plus VSWR combination of the rotary joint and connecting 
waveguide, the following measurements were taken at both frequencies: The antenna 
was replaced with a gas-tube noise source and connected to the rotary joint 
through a precision attenuator. The radiometer was left attached to the connecting 
waveguide. The precision attenuator was then varied and the temperatures meas - 
ured by the radiometer were recorded at Ta. The second step w a s  to remove 
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(IV. RADIO ASTRONOMY) 

the rotary joint and waveguide, and connect the precision attenuator directly to the cal- 
ibration flange of the radiometer. The attenuator was then varied through the same 

Fig. IV-2. Sketch of the plumbing between 
c 

TO the antenna and radiometer. 
RADIOMET 

RAOIOMETER ANTENNA 
CALIBRATION CALIBRATION 

FLANGE FLANGE 

values a s  before, and the radiometer output recorded as To. The slope of the graph of To 
vs Ta then yields the quantity and the correction factor desired. 
in Table IV-2. 

The results a re  given 

Table IV-2. Results. 

Frequency (GHz) a 

8. 25 1.049 f 0.005 

15. 50 1.062 f 0.007 

The uncertainty in a arises from the slight changes as the rotary joint is 
rotated. The e r ro r  quoted is the maximum deviation that was found. 

c. Radiometer System 

The radiometric system w a s  designed by S. Weinreb, and built at Lincoln 
Laboratory. A description has been given elsewhere. Briefly, the radiometers 
at both frequencies are  simple Dicke-switched t. r. f. receivers, employing a cas- 
cade of wideband tunnel-diode amplifiers followed by a travelling-wave tube 
amplifier. The amplifiers have 1000-MHz bandwidth. The signal at the output 
of the final R F  amplifier is split into two 500-MHz bands (as an aid in iden- 
tifying interference) and delivered to the square-law detectors. Figure IV-3 shows 
the control panel for one of the radiometers with a block diagram of the R F  
components. After square -law detection, the signals are  synchronously demodu- 
lated and applied to linear integrators. 

uring the over-all sensitivity as a function of integration time, with the radiom- 
eter balanced on a room-temperature load. The relevant equation is 

The equivalent noise temperature of the radiometer was calculated by meas- 
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(IV. RADIO ASTRONOMY) 

1.0 

where 
(AT)rms = Root-Mean-Square noise fluctuation, measured in OK 
TR = equivdlent receiver noise temperature, OK 
Ta = temperature of the load attached to radiometer input, OK 
B = system bandwidth in Hz 
T = integration time in seconds. 
A plot of log (AT)rms vs T should yield a straight line of slope -1/2, and the inter- 

Figure IV-4 shows the graphs for a cept at T = 1 sec allows a determination of T 
500-MHz band centered at each of two frequencies, 8.25 GHz and 15.75 GHz. 

R' 

I I I I 

RADIOMETER SENSITIVITY 

vs 

Fig. IV-4. Dependence of sensitivity on 
integration time. A straight 
line of slope -1/2 has been 
run through the points. 

0.001 
I IO  I O 0  1000 

INTEGRATION T IME  (SECONDS) 

The 500-MHz channel centered at 7.75 GHz is usually severely hampered by inter- 
ference; the two 500-MHz channels at 15. 25 and 15.75 GHz a re  averaged together after 
processing. The great 
stability of these radiometers is exhibited in Fig. IV-5, which shows a histogram of 

Table IV-3 lists the relevant parameters for the radiometers. 

Table IV-3. Radiometer parameters. 

Center Frequency (GHz) 

Quantity 8. 25 15.50 Units 

Bandwidth B 500 1000 MHz 

Noise Temperature TR 1300 2150 " K  

Sensitivity for T = 1 sec 0. 10 0. 16 OK 
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HISTOGRAM OF 
PER CENT GAIN 
CHANGE IN 40 
MINUTES FOR 
THE 2-CM 
RADIOMETER 

-0.6 -0.4 -0.2 0 0.2 0.4 0.6 
GAIN CHANGE ( O h )  

Fig. IV-5. Histogram of the per cent gain 
change in a 40-minute time in- 
terval for the 2-cm radiom- 
eter. 

the radiometer, departures from linearity 

gain change of the 15.50-GHz sys- 
tem over a 40-minute time inter- 
Val.  

The over-all linearity of the sys- 
tem was investigated in the following 
manner: A gas-discharge noise source 
was connected to the radiometer 
through a precision variable atten- 
uator, and the synchronous detector 
output voltage recorded at various 
settings of this attenuator. Signals 
from zero to approximately 3 0 ° K  were 
used, since this figure is approx- 
imately the size of the calibration 
signal in the radiometer. Because 
of the high noise temperature of 

with such a relatively small input sig- 
nal should be negligible, and the measurements bear this out. Let us assume 
that a reasonable representation of the relationship between the synchronous detec- 

- 
5 I 
I- 

w 
a 
3 
I- a a 
W a 
H 
w 
I- 

I- 
2 a 
f 

ACTUAL SYSTEM 

SYNCHRONOUS DETECTOR OUTPUT, 
V, (VOLTS) 

tor  output voltage Vo and the input 
signal Ti in OK, after subtracting 
the baseline, is 

2 Ti = avo = bVo. 

We desire to evaluate the correction 
factor to be applied to the data under 
the assumption that the detector out- 
put voltage Vo and the input signal Ti 
are  linearly related by 

TiL = cVo. 

Fig. IV-6. Sketch of a possible departure 
from linearity in the radio- The effects of nonlinearity are  repre- 
metric system. sented by the b coefficient in Eq. 1. 

The coefficient c of Eq. 2 is chosen 
so that both equations yield the calibration signal, TCAL, when the detector output 
voltage is Vc. Figure IV-6 clarifies the procedure. Equating Eqs. 1 and 2 with Vo = Vc 
gives 

a = c - bVc. 
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Frequency a b C 

GHz " K/volt " K/(volt) " K/volt 

8. 25 3.37 2.46 x 3.39 

15. 5 3.04 3.36 x 3. 04 

When this is used in Eq. 1 it gives 

T. = 1 -c(Vc-Vo) TIL 5 PTiL. 
1 [ b  1 

For  the observations reported here, Vc = 8. 5 volts, Vo = 0. 2 volt (typical). Values of 
a, b, c, and p, determined from measurements, are given in Table IV-4. As expected, 
the correction for nonlinearity f3 is less than 1 per cent and w a s  neglected in the subse- 
quent analysis. 

P 

0.994 

0.999 

The temperature of the calibration noise tube in each radiometer was referred to the 
difference between a room-temperature load and a termination at the temperature of 
liquid nitrogen.* The accuracy of the measurement hinges on the uncertainty of the value 
of the temperature at the input flange of the cold load. After correction for VSWR, this 
amounts to 0. 5°K at 8. 25 GHz, and less than 1 ° K  at 15. 50 GHz. 
temperature difference =215"K, this e r ror  is less  than 0.5 per cent at both frequencies. 
A measurement of the calibration noise temperature consisted of allowing the gas tube 
to warm up for 10 seconds, and then averaging the output for precisely 2 minutes. This 
procedure was necessary, since the noise temperature of the tube w a s  found to decrease 
slightly with time in a very reproducible fashion, an effect which has been noticed pre- 
viously in gas discharges. Table IV-5 shows the results of measurements separated by 
a 3-mOnth time interval. 

Since the hot-cold load 

Table IV-5. Results of measurements. 

Frequency (GHz) 
Date 7.75 8. 25 15.25 15.75 

October 7,  1965 29.37"K 28.87"K 25.74'K 26.08"K 

Jan. 18, 1966 29.14"K 28.72"K 25. 68°K 25.85"K 

It is notable that the calibration signals on January 18, 1966, differed in all cases 
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by less  than 1 per cent from the values on October 7, 1965. With these values of cali- 
bration temperatures taken, the 15.5-GHz radiometer was used to measure the temper- 
ature of a termination immersed in a slush mixture of melting ice, and the results 
compared with temperatures on a mercury thermometer. Including the mismatch at the 
load, the radiometric temperature was 20.96 f 0.05"C (rms error) ,  whereas the mer-  
cury thermometer read 21.0"C. The agreement substantiates the flless than l % n  e r ror  
estimate of the calibration-noise temperature. 

3. Observations 

An attempt to begin measurements was  thwarted, in 1964, by a bewildering lack of 
reproducibility in the data. The trouble was traced to a faulty antenna elevation indi- 
cator. The solution consisted in first fastening a scribed reference block on the sta- 
tionary part of the antenna mount, close to the large support ring, (see Fig. IV-1). 
Next, a reference marker w a s  attached to the movable support ring at the nominal 
elevation of transit for each radio source, thereby making a Itsetting circle." Because 
of the large diameter of the ring, 1/32 inch on the reference marker is equivalent to 
2. 20 minutes of arc. The reproducibility of aligning a given reference mark with the 
scribed block is estimated to be better than 20 seconds of arc  - quite adequate for the 
job. 

elevated to the desired setting on the reference marker. The paper tape punch is started, 
and begins recording the output of the linear integrators every 10 seconds. Approxi- 
mately 20 minutes before the source is due to transit, the calibration noise tube is 
turned on for 2 minutes. 
utes later the noise tube is turned on again. Figure IV-7 shows the analog record of a 
typic a1 observation. 

An observation consists of the following sequence of events: The horn antenna is 

The source then drifts through the antenna beam, and 20 min- 

Fig. IV-7. Drift  scan of Taurus A at 2 cm with the cornucopia horn atenna 
on January 16, 1966. The recording time constant is 10 seconds, 
and the time lapse from region 1 to region 6 is approximately 
40 minutes. 
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0.6. 

The calibration is off-scale on the analog records, but is recorded correctly on the 
paper tape punch. The signal shown is approximately 0 . 4 " K ,  and the recorder RC time 
constant is 10 seconds. Transit drift scans were taken of each source at each frequency 
at various elevation offsets as measured on the reference marker. 

-0.2 

4. Data Reduction 

a 

I I I I I I .  

A computer program was written to process the data automatically. The computer 
first reads the tape, recording and numbering the incoming data points sequentially, and 
produces a plot of signal versus point number on the high-speed printer. The observer 
then examines the analog record {see Fig. IV-7) to decide which parts of the observation 

I I I I I I 

0 

TAURUS A, JAN. 16, 1966 

a m  15.25 GHz 

0 . 4 .  - 
Y 

0- 

3 

2 

Y 

2 Y 

P 

I- 
< 0 . 2 .  z 
Z 

Z 
6 

Y + 

a 

0 
0 

a 

0 0 0 
0 a 0  a 

a a 

a 

DATA POINT NUMBER 

Fig. IV-8. Region 4 from Fig. IV-7, showing the data points and the Gaussian 
curve fitted through them by the computer program. 

are to be considered as calibration, baseline, and transit data. 
analog record with the printer plot, the observer then informs the computer of the point 
number for the beginning and end of each type of data. Figure IV-7 is marked off in the 
relevant ranges as follows: 

Upon correlating the 
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0.0 

1. First calibration signal. 
2. 
3. 

4. Transit of radio source. 
5. Baseline for observation after transit. 
6 .  Second calibration signal. 
7. Baseline for second calibration signal. 
The program then averages the signals for the first calibration and subtracts the 

Baseline for first calibration signal. 
Baseline for observation before transit. 

average signal on the first calibration baseline. The same operation is done on the second 
calibration. Using the value of this calibration in degrees Kelvin, the computer proceeds 
to correct the data between the calibrations for any linear gain changes (a procedure 
later found to be unnecessary) and scales the numbers to temperature. Then, the two 
blocks of data labelled llbaselineff before and after transit are  fitted by least squares to 
a straight line and this baseline subtracted from the transit data. The uncorrected 
transit observation is then fitted by a least-squares iteration procedure to a Gaussian 
curve, and the results are printed out. Figure 8 shows the curve calculated from the 
corrected data of Fig. IV-7. 

(AT,)r.m.s. = 0.022 O K  

- 

I I I I 

Q. O'T 5 

CASSlOPEtA A 

15.75 G H z  

Each run is corrected individually for atmospheric attenuation. Ground-level rela- 

tive humidity is monitored at the radio telescope site and the total atmospheric atten- 
uation is determined from theoretical expressions. 
wintertime conditions, amounted to 1.8 per cent at 8.25 GHz and 2.5 per cent at 15.5 GHz. 

The peak temperatures for all runs at all different elevation offsets are  then fitted 
to another Gaussian by the same program to yield finally the peak temperature for the 
source. 

Typical zenith attenuations, during 

Figure IV-9 shows the data and the computed curve for one of the sources. 

5. Results 

The results of all of these measurements are  best presented in tabular form. 
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Table IV-6. Results of measurements for Cass  A. 

Cassiopeia A Frequency (GHz) 

Quantity 8.25 15.25 15.75 Comments 

Aa (arc minutes) 

A6 (arc minutes) 

Peak temperature (OK) 

(AT) rms 

Rotary joint loss 

10-sec linear 
integrator 

Source size 

Total correction factor 

Corrected temperature 

F l u  Sv 

Total r m s  e r ro r  (%) 

EDoch 

45.9 

59.4 

0.925 

0.004 

1.049 

1.000 

1.002 

1.051 

0.972 

6 16 

4.5 

1965.9 

30.0 

28. 2 

0.479 

0.025 

1.062 

1.000 

1.008 

1.070 

0. 512 

399 

6. 5 

1966.0 

30.0 Right Ascension response 
width 

35.3 Declination response 
width 

0.425 Parallactic angle of 
feed = 90" 

0.022 

1.062 Correction factors 

1.000 See Note 

Units wm-2 ~ 2 - l  

1.008 1 
1.070 

0.455 Degrees Kelvin 

362 

6. 5 See Table IV-8 

1966.0 

Note: The source size correction used for Cassiopeia A is the mean of the correction 
factors for a disc 4:O diameter and for a thin ring 4:O diameter. The beamwidths 
used in this calculation were the response widths inRight Ascension andDeclina- 
tion listed in Tables IV-6 and IV-7. 

Table IV-7. Results of measurements for Tau A. 

Taurus A Frequency (GHz) 

15. 75 Comments Quantity 8.25 15.25 

Aa (arc minutes) 47. 1 31. 3 31. 1 Right Ascension 

Ab (arc minutes) 58. 0 34.0 35. 8 Declination response 

Peak temperature (OK) 0. 822 0. 548 0. 507 Parallactic angle of 

response width 

width 

feed = 90" 
(AT) r m s  0.005 0.029 0.022 

Rotary joint loss 1.049 1.062 1.062 

10-sec linear 
integrator 1.000 1.000 1.000 

Source size 1.0047 1.0120 1.0120 4:2 X 2:9 Gaussian 

Polarization 1.033 1.033 1.033 See Note 

Total correction factor 1.0887 1.110 1.110 

Corrected temperature 0.895 0.608 0. 563 

Flux Sv 56 7 474 448 

Total rms e r ro r  (%) 4. 5 6. 5 6. 5 See Table IV-8 

Epoch 1966.0 1966.0 1966.0 

Note: The polarization averaged over the source Taurus A at 8.25 GHz has been meas- 
ured with the Haystack antenna to be 8.0% at parallactic angle 147". The recent 
data of Boland et aL5 at 2.07 cm indicate that the same correction factor may be 
applied to the present data at 15. 5 GHz. 
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I I I I I 
0 
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Table IV-6 shows the results for Cassiopeia A, and Table IV-7 the results for Taurus A. 
The r m s  e r rors  involved in the final result a re  listed in Table IV-8 in percentages. 
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Table IV-8. RMS errors .  

Frequency (GHz) 
Description of Source of Er ror  8. 25 15.50 

Measurement of peak temperature 0.770 5.0% 

I I I I I 

TAURUS A 
RADIO SPECTRUM - 

O 0 Q  0 

6b 
O h  

I I I I I 

Rotary joint losses (rotation) 0 . 5  0.7 

Source model 0 . 2  0.3 

Antenna efficiency 4 . 0  4 . 0  

Calibration noise 0.5 0.7 

Total r m s  error  4. 570 6. 570 

The data obtained have been plotted on a graph containing all absolute flux measure- 
ments that are  now available. The results for Cassiopeia A were corrected to 1964.0, 
under the assumption of a secular decrease of 1. 1 per cent per year in the flux, and the 
data are  shown in Fig. IV-10. Similar results are shown in Fig. IV-11 for Taurus. 

Fig. IV-10. Fig. IV-11. 

Radio spectrum of Cassiopeia A. Open Radio spectrum of Taurus A. Data 
circles denote other published values of 
greater than 10 per cent precision. The 
present measurements are  indicated by 
open triangles. 

selected as in Fig. IV-10. 

It is clear that the change in spectral index above 7 GHz for Cassiopeia A, as 
reported by Baars and his co-workers,6 has not been found. The radio spectrum is well 
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approximated by a low of the form X = kv'a (where v = frequency, and k is some con- 
stant) for a constant value of a = 0 . 7 5  f . 05 over the entire range of data shown. 

value of 0. 25 is in reasonable accord with the present results, although the data a s  a 
whole exhibit greater scatter from a smooth curve than for Cassiopeia. 

The research described in this report has been made possible through the kind coop- 
eration of the staff of the Haystack Research Facility, Lincoln Laboratory, M. I. T. We 
wish to acknowledge especially the assistance of John A. Ball, who made some of the 
15. 5-GHz observations and offered many helpful criticisms. Also , the data-reduction 
problem was greatly facilitated by the CDC 3200 computer, made available by 
J. Morriello, and by a paper-tape reading program provided by Patricia P. Crowther 
for the Univac 490 computer. 

The data for Taurus also suggest a constant spectral index, a. The lower frequency 

R. J. Allen, A. H, Barrett 
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18 1 B. RADIO DETECTION OF INTERSTELLAR 0 H 

Previous radio observations of interstellar OH have been due to the most abundant 
1 6H1 1 istopic species 0 . These observations have allowed the computation of the detec- 

tion possibilities and accurate line frequencies of the isotopic species 0 
ticular, the F = 2-2, r 3 p ,  J = 3/2, A-doublet transition was calculated to occur at 
1630.3 f 0.2 Mc/sec. We have observed this line in the absorption spectrum of the 
galactic center (Sagittarius A) using the 140-ft radio telescope of the National Radio 
Astronomy Observatory. 
consisted in a total of 18 hours of integration. 
approximately 0.4"K and 0 . 1  "K at radial velocities of +40 km/sec and - 135 km/sec, 
respectively, if the rest frequency is taken to be 1639.460 Mc/sec. 

1 SH1 . In par- 
2 

The observations were made during April 30-May 4, 1966, and 
The observations reveal absorptions of 

The velocities of 
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2 absorption are  in excellent agreement with those of 0l6H1 , and the rest frequency 
agrees very well with the predicted value. 
in Fig. VI-12. A spectral width of 2.0 Mc/sec was the maximum that could be examined 
within our assigned time on the antenna. 
the line expected at 1637.3 f 0.2 Mc/sec which might be as much as a factor of two less 
intense and, therefore, require four times as much observing time for the same 

The results of the observations a re  shown 

This also precluded making observations of 

Fig. IV-12. 18 1 0 H absorption profile in the 
direction of the galactic center 
(Sagittarius A). 
Av (resolution), 50 kHz 
T = 18 h r  
Theoretical rms, 0.03"K 
Rest frequency, 1639.460 MHz. 

RADIAL VELOCITY (krnlsec) 

signal - to - noi s e rat io. 
The theoretical rms  noise for 18 hours of integration is 0.03" K, and it is apparent 

that this valve is almost realized. Severe problems arise in spectral-line radiometers 
when very long integration times a re  involved. A dual-switching technique to eliminate 
instrumental effects was used. 
of observation and the correlator computed the difference in autocorrelation functions 
looking at the antenna and then at the load. Then for each hour observation the local 
oscillator was shifted to displace any signal from Sagittarius A by 250 kc/sec, from 
the previous position in a three-position cycle. 
the spectra appropriately so that the signals line up in frequency. 
averaged by using shifts opposite to those required to line up the signal data. 
ference of the two averages was then taken and compensation made for the smeared sig- 
nal data in the reference spectrum. 
spectra from the correlator which amounted to several degrees. The instrumental effect 
in the correlator was due to the fact that e r rors  in the sampler were not entirely random 
and independent of the load-switching cycle. This combination of load and frequency 
switching may always be desirable, however, for long integration times, even with 
improved samples performance. 

First,  a load-switching technique was used on each hour 

The data were then averaged by shifting 
The data were also 

The dif- 

This last technique eliminated any instrumental 

It is difficult to estimate the O1 8/01 isotopic abundance ratio from the results of 
16 1 the observations because of some uncertainty in the interpretation of the 0 

tion. 
absorption feature in Sagittarius A, and similar arguments can be used to infer an 

H absorp- 
Robinson and co-workers give an 0 l6H1 optical depth of 0.9 for the t40 km/sec 3 
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optical depth of 0.35 for the -135 km/sec feature if the more recent observations of 
Bolton and co-workers a re  used. Our observations can be interpreted in terms of 
0 H optical depths of 2 X and 5 x for the +40 km/sec and -135 km/sec 

18 1 16 1 features, respectively. If we make the plausible assumption that the 0 H and 0 H 
18 1 dipole matrix elements are the same, and the more uncertain assumption that the 0 H 

and 0 H optical depths a re  in the direct ratio of the 0l8/Ol6 abundances, then we 
derive 0l8/Ol6 isotopic abundance ratios of 1/450 and 1/700 for the two absorption 
features. These are  in good agreement with the terrestrial abundance ratio of 1/490. 
Departures of the interstellar ratios from the terrestr ial  value could easily be explained 
by the uncertainty in the observed data, interpretation of the 0l6H1 observations or dif- 
ferent excitation and/or formation mechanisms for the two isotopic species of OH. 
the best of our knowledge, the observations yield the first measure of any isotopic abun- 
dance ratios for the interstellar medium. 

2 
18 1 

16 1 

To 

We wish to acknowledge the cooperation of personnel of the National Radio Astronomy 
Observatory and the use of the 140-ft radio telescope for our observations. 

A. H. Barrett, A. E. E. Rogers 
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C. K-BAND MEASUREMENTS 

Measurements of Venus, Jupiter, the Sun, Moon, Taurus A, and 3C273 were made 
during the period from January to March, 1966, at wavelengths of 1. 18, 1.28, 1.35, 
1.43, and 1.58 cm. 
tially those described in a previous report.' The major additions to the system were 
IF gain modulators to permit separate balancing of each channel, and a new antenna feed 
to permit operation at low e r frequencies . 

bited no resonant features at the 1.35-cm wavelength water-vapor resonance. 

The five-channel Dicke radiometer and 28-ft antenna were essen- 

The preliminary results indicate that the average spectra of Venus and Jupiter exhi- 

D. H. Staelin, N. E. Gaut, R. W. Neal, 
G. D. Papadopoulos, E. C. Reifenstein 
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D. ATMOSPHERIC ABSORPTION AT 72 Gc/sec 

An experiment to measure the atmospheric opacity at 72 Gc/sec w a s  performed to 
investigate absorption on the wings of the millimeter resonance lines of molecular oxy- 
gen. Solar-extinction measurements were made with the 4-mm radiometric system on 
the roof of Building 26 at M. I. T . ,  in Cambridge. Radiosonde measurements of the 

temperature, pressure, and water-vapor density profiles were obtained from the 
Aerospace Instrumentation Laboratory at the Ai r  Force Cambridge Research Labora- 
tories for the days of the observations. 

On a clear day, the total atmospheric opacity, T, at 72 Gc/sec wi l l  be the sum of 
the opacities arising from molecular oxygen absorption and water-vapor absorption. 

= + TH20. 

Generally, T 

atmospheres. 
based on the radiosonde data, were computed for comparison with the measured opac- 
ities. 
absorption coefficient of Barrett and Chung as modified by Staelin.' Two separate oxy- 
gen opacities were computed for each observing day. In one, the resonance line shape 

of Van Vleck and Weisskopf, 

is of the order of 1/3-1/2 of T at this frequency for typical winter 
H2° O2 

For  each of the days of observation, theoretical values of the opacity, 

The opacity resulting from water-vapor absorption was computed by using the 
1 

3 
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was  used for each of the millimeter resonance lines of oxygen; in the other, the line 
shape of Zhevakin and Naumov, 4 

was  used. The expression for the linewidth parameter, Av,  appearing in both the line- 
shape expressions was taken as that of Meeks and Lilley. 5 

Table IV-9 shows the measurements compared with each of the theoretical computa- 
tions. 

Table IV-9. Atmospheric opacities. 

+ TH20 
- 

w - w  - 7 

2vv-w 

i- TH20 
z-n r 0 2  

T =  z-n 

T (db) z-n 7 ( db) 
W - W  

r measured (db) 

18 March 1966 1.71 f 0.15 2.09 1. 83 
21 March 1966 1. 29 f 0.21 1.94 1.66 
29 March 1966 1.37 f 0.17 1.67 1.35 

4 April 1966 1.65 f 0.23 1. 84 1. 59 
15 April 1966 1.62 f 0.19 1.94 1.68 

The measurements appear to be in fairly good agreement with the computations 
based on the Zhevakin-Naumov line shape. 
ured results within the context of the Van Vleck-Weisskopf line shape if the linewidth 
parameter, A v ,  is taken as 0.85 of the value used in the computations. At the pressures 
of interest this is not an unreasonable value for A v .  

It is possible, however, to explain the meas- 

Atmospheric opacity measurements both above and below the 60 Gc/sec complex of 
oxygen lines are suggested to resolve this conflict. The line-shape difference is an 
asymmetric one, with the VV-W line shape giving more absorption above the resonance 
and less below it than the Z-N line shape; whereas a smaller Av gives less absorption 
both above and below the resonance. 

Also, recent laboratory measurements of the millimeter and submillimeter 
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water-vapor lines should be incorporated into a more accurate expression for absorp- 
tion at frequencies near 72 Gc/sec. 

P. R. Schwartz, W. B. Lenoir 
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E. OBSERVATIONS OF MICROWAVE EMISSION FROM ATMOSPHERIC OXYGEN 

The data taken during the balloon flights in July, 1965, have been reduced.' 
results of the ascent portion of Flight 154-P are shown in Fig. IV-13. 
are  theoretical computations based on the Van Vleck-Weisskopf pressure-broadened 

The 
The solid lines 

THEORETICAL 7 MEASURED,60° ZENITH ANGLE 

i x x MEASURED, 75' ZENITH ANGLE 

0 '  I I I I I I I 

Fig. IV-13. Results of ascent part of 
Flight 1 5 4- P . 

60 Mc/sec IF 

I I I I I I I I 
' 0  5 IO 15 20 25 30 35 

HEIGHT (krn)  

resonance line shape. The true atmospheric temperature profile (as measured on ascent) 
was used in the theoretical computations. 

loon flights.2 The theoretical antenna temperatures agree with the measured values for 
low heights, at which both are equal to the atmospheric temperature because the optical 

The data of Fig. IV- 13 a re  generally consistent with those taken during previous bal- 
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depth is large for  all channels. The antenna temperatures of the 200-Mc/sec channels 
are  the first to depart from the atmospheric temperature at -18-20 km; the antenna 
temperatures of the 60-Mc/sec and 20-Mc/sec channels do likewise at 22-24 km and 
28-30 km, respectively. 

Differences between the measured and theoretical values a re  evident. On the 
200-Mc/sec and 60 -Mc/sec channels the measured antenna temperatures are higher than 
predicted above the height at which departure from the atmospheric temperature occurs; 

1 ° ~  5 

v, = 61.1506 Gc/rec 

YF= 20, 60, 200 Mc/rec 

0 = 0,M) (nadir) 

I I 
0 0.05 0.10 

WEIGHTING FUNCTION (km-I) 

Fig. IV- 14. Temperature weighting functions for Flights 152-P and 153 -P. 

Table IV- 10. Summary of Winter balloon flight experiments. 

Flight 

198-LP 

199 -LP 

200-LP 

Date Duration Float Altitude Comments 

27 Jan. 8 hr 38 km Successful 

2 Feb. 1 1/2 hr none Beacon Failure 

3 Feb. 8 hr 39 km Successful 
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5 -  

V,= 61.1506 Gc/rec 

'/IF = 20, 60, 275 Mc/sec 

8 =O, 75 (nadir) 

0 I I 
0 0.05 0.10 

WEIGHTING FUNCTION (km- l )  

Fig. IV- 15. Weighting functions for Flights 198 -LP, 199 -LP, and 200 -LP. 

whereas the 20 -Mc/sec channels behave approximately as predicted by theory. These 
results would appear to indicate a higher absorption than predicted at f200 Mc/sec and 
*60 Mc/sec from the resonance frequency, and an absorption equal to the predicted value 
at rt20 Mc/sec from the resonance. 

The discrepancy may lie in the theoretical assumption that the absorption coef- 
ficient resulting from many overlapping resonance lines is the sum of the individual 
absorption coefficients. There has been some evidence that this is not the case in 
the wings of overlapping lines, but that the true absorption coefficient is larger 
than the sum of the individual ones. 

Analysis of the data from Flight 154-P continues; in particular, an inversion 
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35 

30 

25 

- 
E 

+ 8 
Y 20 

2 
w 
8 

15 

1 

5 

0 

Table IV-11. Summary of Fl ights  198-LP, 199-LP, and 200-LP. 

v = 61. 1506 Gc/sec (local-oscillator frequency) 
0 - 1-2'K ATrrns 

vif = center  frequency of IF passband 

BWif = bandwidth of IF passband 

ho = height of weighting-function maximum 

Ah = width of weighting function 
TB = brightness temperature  predicted f r o m  model  atmosphere 

0 = angle of antenna direction ( f rom nadir) 

vif (Mc/sec) BWif (Mc/sec) h* (km) Ah (km) TB ( O K )  

20 
20 
60 
60 

27 5 
27 5 

10 
10 
10 
10 
24 
24 

37 7 258 
32 10 24 6 
29 8 244 
25 9 230 
22 7 222 
17. 5 8 218 

Fig. IV-16. 
Predicted weighting functions fo r  
flights in Summer ,  1966. 

WEIGHTING FUNCTION (km-') 
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method yielding the absorption coefficient at various heights for each of the channels is 
being developed. 
shapes much easier. 

This information wil l  make interpretation in terms of correct line 

The results of Flights 152-P and 153-P are  being analyzed with emphasis on inverting 

The temperature weighting functions for these 
the microwave antenna temperature measurements to obtain the atmospheric tempera- 
ture profile in the 16-38 km height range. 
flights are shown in Fig. IV-14. 

Phoenix, Arizona. 
and 153 -P, namely to make microwave measurements that could be interpreted to yield 
the atmospheric temperature profile for a given height range. 
and comments a re  summarized in Table IV-10. 
are  shown in Fig. IV-15. The radiometer w a s  modified slightly to give a better spread 
of weighting functions and to probe as deeply a s  possible for frequencies centered on the 
9t resonance line. 
experiments a re  summarized in Table IV-11. 

Another series of balloon flights was undertaken in January-February, 1966, from 
The purpose of these flights w a s  similar to that for Flights 152-P 

The flight characteristics 
The weighting functions for these flights 

The radiometer parameters and the height levels sounded by these 
Analysis of these data is under way. 

Table IV- 12. Summary of flights in Summer, 1966. 

v = 64.678 Gc/sec 
0 

ATems 1-2°K 

(deg) vif (Mc/sec) BWif (Mc/sec) ho (km) Ah (km) TB (OK) 

75 
75 
75 
0 
0 
0 

20 
60 

275 
20 
60 

27 5 

10 
10 
24 
10 
10 
24 

29 12 23 1 
22 12 218 
16 9 214 

14-25 23 225 
13 15 2 24 
12 1 1  2 27 

Future flights are planned for the summer of 1966. Major changes in the 
radiometer are being made; the local-oscillator frequency is being changed to 
64.678 Gc/sec, the 21t resonance which is much weaker than the 9t resonance, 
and the three IF will  be operated simultaneously rather than singly. The new 
frequency wi l l  permit weighting functions that penetrate the tropopause to give inver- 
sion methods a real test. 

The predicted weighting functions for these flights a re  shown in Fig. IV-16. The 
radiometer parameters and the height levels sounded by these experiments are  sum- 
marized in Table IV-12. 

W. B. Lenoir 
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v. SOLID-STATE MICROWAVE ELECTRONICS* 

Academic and Research Staff 

Prof. R. P. Rafuse 

Graduate Students 

D. H. Steinbrecker A. Vander Vorst 
K. D. Thompson Z. Vugrinec 

RESEARCH OBJECTIVES 

This group, formerly a part of the Radio Astronomy Group, has decided that its aims 
are wider than those of the Radio Astronomy Group. 
a new group has been formed. 
amplification of microwave power by solid-state mechanisms with an emphasis on 
millimeter wavelengths. 

A s  a consequence of this decision, 
The general areas of interest are  in the generation and 

Recent developments include a VHF mixer with 130-db dynamic range (5-db noise 
figure, 100-kc IF bandwidth, and 40-db down third-order intermodulation limit) a 3-GHz, 
single-sideband mixer with 2-db over-all system noise figure (achieved by careful con- 
trol of the image impedance in a very good mixer, and a 0.5-db noise figure IF), and a 
new and very powerful technique for high-efficiency, high-order harmonic multiplication. 

Present plans include development of X-band and 4-mm mixers using Shottky-barrier 
diodes (in order to achieve noise figures of 5 db and lower), continuing investigations of 
varactor multipliers of high order, high power and high efficiency, with an eventual goal 
of a 100-watt, cw, solid-state transmitter at 2.5 GHz with an over-all DC-to-RF con- 
version frequency of better than 50 per cent. 

Work also continues on the characterization of millimeter-wave varactors and on 
synthesis problems associated with low-noise parametric amplifiers at millimeter 
wavelengths. 

R. P. Rafuse 

* 
This work is supported by the National Aeronautics and Space Administration (Grant 

NsG-22-009- 163). 
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VI. OPTICAL AND INFRARED SPECTROSCOPY* 

Academic and Research Staff 

Prof. C. H. Perry 

Graduate Students 

Jeanne H. Fertel 
D, J. Muehlner 

J. F. Parrish 
E. F. Young 

Undergraduate Students 

T. F. McNelly 
J. F. Reintjes, Jr. 
J. D. Wrigley, Jr. 

A. WORK COMPLETED 

The theses with titles and authors listed below were submitted to the Department of 
Physics, M. I. T. , May 1966, in partial fulfillment of the requirements for the degree 
of Bachelor of Science. 

T. F. McNelly, "Reflectivity and Raman Studies of KTa03 and (K, Na)Ta03." 
J. F. Reintjes, Jr., "Temperature Dependence of the Reflectivity and Raman Spectra 

in Ammonium Chloride and Ammonium Bromide. 
C. H. Perry 

B. INFRARED REFLECTIVITY AND OPTICAL CONSTANTS OF TEKTITES 

The room-temperature reflectance of three Tektites having carrying compositions has 
been studied from 2.5-500 p (4000-20 cm-'), with the use of a variety of instruments. 192 

The optical constants were obtained from a Kramers-Kronig analysis of the reflectivity 
4 data.3 A classical dispersion formula was used to f i t  the measured reflectivity curve, 

and approximate values for the frequencies (a), oscillator strengths (s ), and damping 
constants (y) were obtained for the two strongest vibrations. The results a re  the following 

2 

a2 = 1060 f 5 cm-l -1 w1 = 457 f 1 cm 

5 -1 2 s; = 1.85 f . O l  X 10 (cm ) 
s2 2 = 5.63 f . O l  X 10 5 (cm -1 ) 2 

-1 -1 y1 = 55 f 5 cm yz = 80 f 5 cm 

The Tektites that were investigated had been completely analyzed for the major con- 
s t i t u e n t ~ , ~  which a re  listed in Table VI-1. The reflectivity curves for a Moldavite (T5309) 

* 
This work was supported by the Joint Services Electronics Programs (U. S. Army, 

U. S. Navy, and U. S. Air Force) under Contract DA 36-039-AMC-O3200(E). 

QPR No. 82 



1600 1400 1200 1000 800 600 400 200 0 

WAVE NUMBERS (CM-') 

Fig. VI- 1. Reflectivity curves for three Tektite samples. 

T5309 
~ 

_ _ _ _  k 

IEOO 1400 1200 1000 800 600 400 200 0 

WAVE NUMBERS (CM-') 

Fig. VI-2. Optical constants of Tektites (Moldavite T5309). 

9 O r  ____ FUSED QUARTZ Si O2 A 

1600 1400 1200 1000 800 600 400 200 0 

WAVE NUMBERS (CM-') 

Fig. VI-3. Reflectivity curves for fused quartz (Si02) and Sapphire (A1203). 
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Table VI- 1. Major constituents of the Tektites investigated. 

~ 5 3 0 9  

I ' I I I ' ' ' I ' I  < I  

Moldavit e Indochinite Philippinit e 
T5 309 T3988 T 39 87 

Si02 79.6 73. 3 70.1 

10.7 12.4 14. 7 *lZ03 
CaO 2. 8 2.0 3. 3 

3.5 2.5 2. 6 

FeO 1.5 4.2 4.2 

- 
K2° 

MRO 1.9 2. 3 2.4 

an Indochinite (T5309) and a Philippinite (T3978) a r e  shown in Fig. VI-1. 
had the largest percentage of SOz,  and this appears to be the major contribution to the 
reflectivity curve, although all three samples show essentially similar features. 

The optical constants n and k for the moldavite sample only a re  shown in Fig. VI-2, 
as  the values a re  essentially the same for al l  three materials. The reflectivity curve 
(Fig. VI-1) shows slight shoulders in the region of 1200 cm-l, 925 cm-' , 750 cm-l, and 
400 crn-l, as well as the major peaks in the reflectivity at -1080 cm-l and 460 cm-l. 

tite reflectivity measurements a re  similar in most respects to a composite curve of 
these materials when the relative compositions of the two major constituents a re  taken 
into account by weighting their individual dielectric dispersion curves. A thin slice, 
approximately 50 p thick, of the T5309 sample was used for transmission measurements 
and the curve is shown in Fig. VI-4. 
measurable transmission could be obtained in the region of the lattice bands, but two 
broad bands were observed at 1600 cm-l and 1850 cm-' and a shoulder at 1950 cm-l. 

The Moldavite 

Figure VI-3 shows the reflectivity curves for fused quartz and sapphire. The Tek- 

Owing to the large absorption coefficient, no 

Fig. VI-4. Transmittance of 50-t~. 
thick slice of the Molda- 
vite sample (T5309). 
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The interpretation of these bands is not understood, as  they could be due to second-order 
effects o r  absorption caused by the minor constituents in the materials. 
that studies of thin slices of the other two materials could help in the identification of 
these bands, but no measurable shift in the band centers o r  sharpening of the bands was 
observed on cooling the sample to liquid-nitrogen temperature. 

Although the results of these studies do not specifically lead to the mode of origin 
for Tektites, the reflectivity curves a re  consistent with the major constituents and do 
show a measurable difference in intensity, which depends on the geographic location. 
The curves may be of significant importance in the identification of the major constit- 
uents of the lunar surface, for example, when studied by infrared techniques. 

Geophysics, M. I. T. , for the samples. 

It is possible 

We would like to thank Professor W. H. Pinson, Jr., Department of Geology and 

C. H. Perry, J. D. Wrigley, Jr. 

[The work of J. D. Wrigley, Jr. was supported in part by the Ai r  Force Cambridge 
Research Laboratories under Contract AF19 (628)- 395.1 
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C. LOW-FREQUENCY VIBRATIONS IN AMMONIUM-CHLORIDE AND 
AMMONIUM-BROMIDE CRYSTALS 

1. Introduction 

1 Ammonium chloride has a well-known order-disorder transition at 242.8"K, and 
the Cs C1 structure both above and below the transition, with the ammonium ion in the 
center of a cube of eight chloride ions.' The deuterated compound ND4C1 has the same 
structure, with a similar transition at 249.5 " K. 

panied by a structure change from cubic to tetragonal, with two molecules per unit cell, 
and has a further transition back to body-centered cubic at 78°K. 
ordered one similar to the low-temperature phase of ammonium chloride. A thermal 
hysteresis of approximately 30" in specific-heat measurements has been observed in 
the lower transition temperature by Professor C. C. Stevenson, Department of 

1 Ammonium bromide has an order-disorder transition at 235°K which is accom- 

This structure is an 
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Physical Chemistry, M. I. T. 

and Kamiyoshi4 observed discontinuities in the static dielectric constants of both ammo- 
nium chloride and ammonium bromide. 
appearance of a low-frequency line in the Raman spectrum of the chloride belowthe 
transition, and Krishnan has reported several low-frequency Raman lines in the bro- 
mide below its transition at 235°K. The far  infrared reflection spectrum of NH4C1 at 
room temperature was measured by Hojendahl,' in 1938, and the reflection spectrum 
of NH4Br was reported by Rubens and Wartenburg,' in 1914. 

decided to repeat both the infrared and Raman studies with the considerably improved 
instrumentation now available. The measurements were extended over a wider temp- 
erature range, more careful studies were made in the region of the transitions, and 
the results of both investigations were correlated and interpreted in terms of the low- 
frequency lattice vibrations. 

3 Hettich found that ammonium chloride becomes piezoelectric below the transition, 

Menzies and Mills,5 in 1935, reported the 

6 

Since all previous investigations had been performed more than thirty years ago, we 

2. Experimental Results 

The reflectivity curves of NH4C1 at room temperature and liquid-nitrogen temper- 
ature are shown in Fig. VI-5 and the reflectivity curves of NH4Br at room temperature, 
dry-ice temperature and liquid-nitrogen temperature are  shown in Fig. VI- 6. 

shifts to 210 cm-l at liquid-nitrogen temperature. 
frequency side of the reflection peak which moves to higher frequencies as the tempera- 
ture is lowered. 

172 cm-l at C 0 2  temperature, and 175 cm-l at liquid-nitrogen temperature. 

w and w are  shown in Table VI-2. Kramers-Kronig analysis, and values of eo, E,, 

The reststrahlen frequency of NH4C1 occurs at 193 cm-' at room temperature and 
There is a sideband on the high- 

The reststrahlen frequency of NH4Br occurs at 162 cm-l at room temperature, 

The real and imaginary parts of the dielectric constant were obtained with a 

1 

The Lyddane-Sachs-Teller relation ($ = 2) was satisfied by the frequency of 

NH4Br at room temperature and of NH4C1 at room temperature and liquid-nitrogen 
temperature. 

The effective charges of the ions in the lattice were calculated, and the results a re  
shown in Table VI-3. 

The Raman spectra of NH4C1, ND4C1 and NH4Br are  shown in Fig. VI-7. 
A low-frequency line appears in the NH4C1 spectra when the sample is cooled below 

A similar line appears in the ND4Cl spectra when the sample is cooled below 
The shift in frequency of the line from the light to the heavy compound is 

241 OK. 
249.5"K. 
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Fig. VI-5. Reflectivity curves of NH4Cl at room temperature and liquid- 
nitrogen temperature. 
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Fig. VI-6. Reflectivity curves of NH4Br at room temperature, dry-ice 
temperature, and liquid-nitrogen temperature. 
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Table VI-2. Dielectr ic  constants and vibrational frequencies of NH4Cl and NH4Br. 

NH4C1 
Room Tempera tu re  7.25 2.94 175.0 cm-l 272.8 cm-l 275.0 cm-' 

NH4c1 
Nitrogen Temperature 6.70 2.94 188.0 cm-l 281.5 cm-I 284.0 cm-' 

NH4Br 
Room Tempera ture  7.10 3.19 146.8 cm-' 224.3 cm-l 219.0 cm-' 

NH4Br 
C 0 2  Tempera ture  7.10 3.19 154.0 cm-l 226.8 cm-' 

NH4Br 
Nitrogen Tempera tu re  7.10 3.19 159.0 cm-' 229.0 cm-' 

Table VI-3. Effective charges f o r  NH4Cl and NH4Br 
in cubic phase. 

NH4c1 
Room Tempera tu re  0.820 

NH4C 1 
Nitrogen Tempera ture  0.815 

NH4Br 
Room Temperature 0.753 

-~ ~~~ 

Note: These values of Oeff are of the same magnitude 
as those obtained f o r  the alkali halides. 
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accounted for by the increase in mass of the ammonium ion. 
The spectra of NH4Br have two low-frequency lines for  temperatures below 230"K, 

and one low-frequency line at 77°K. A 30" hysteresis was observed in the temperature 
of the lower transition, with the single line remaining until the temperature was raised 
to 11 6" K, in agreement with the specific-heat data of Professor Stevenson. 

Table VI-4. Raman and infrared frequencies of NH4C1 and NH4Br. 

RT -196" 77 " 

IR R IR R IR R 

NH4c 1 175 - 184 188 188 

NH4Br 146.8 - 154 134,180 159 162 

The Raman and infrared frequencies a re  compared in Table VI-4. The good agree- 

ment between the transverse optical frequencies and the Raman frequencies at 77°K 
indicates that the Raman lines are due to lattice vibrations. 
in the Raman spectrum indicates a diviation from ideal cubic symmetry in the low- 

temperature ordered phase. 

The presence of these lines 

The presence of two lines in the Raman spectrum at 196°K agrees with measure- 
ments of a tetragonal structure at this temperature. The appearance of only one line 

in the reflection curve may be due to the insensitivity of this method of measurement. 

transmission measurements of thin films of these materials is now in progress. 

(and Materials Center for Science and Engineering) for supplying most of the crystals 
used in this work, and Mr. Joseph Lastovka for supplying a large NH4Cl crystal used 
for the reflectivity measurements. 

The investigation of the temperature dependence of the eigen vibrations by infrared 

We would like to thank Professor C. W. Garland, Deparment of Chemistry, M. I. T. , 

J. F. Reintjes, Jr., C. H. Perry 
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A. QUANTUM NOISE IN THE LASER OSCILLATOR WITH FINITE MATERIAL 
BANDWIDTH 

1. Introduction 

1 Haus has obtained results for the phase and amplitude fluctuations of the laser 
oscillator above threshold by means of a classical model in which the semiclassical 
Van der Pol equation contains noise sources that correctly represent the properties 
of the field below threshold. 
"equivalent" to the quantum analysis (apart from small "saturation" and "quantum1f 
corrections), provided the bandwidth of the material is much wider than the cold- 
cavity bandwidth. 
laser in which the material bandwidth is arbitrary. 
it correctly predicts the moments of the normally ordered products of the creation 
and annihilation operators of the field. "Sufficiently" above threshold it predicts the 
field moments with an accuracy that is very good but not good enough to distinguish 
between normally and unnormally ordered products. The proof of the equivalence of 

We have shown in a previous report 2 that this model is 

In this report we describe an equivalent classical model for a 
"Su€ficient1yl1 below threshold 

3 this model is published elsewhere. 

k 

i 

Fig. VII-1. Level pair (1,2) of the many- 
level system; t r a n s i t  i o  n 
probabilities w between two 
arbitrary levels. 

2. Laser Model 

The laser oscillates in one mode with 
resonance angular frequency wo. The 
material system consists of a large num- 
ber of many-level systems. In each of 
these there is one level pair  with reso- 
nance angular frequency wo (Fig. VII- 1). 

This level pair is dipole coupled the 
field mode. The modulus K of the coupling 
constant is assumed to be independent of 

~~~~ * This work was supported by the Joint Services Electronics Programs (U. S .  Army, 
U.S. Navy, and U. S .  Air Force) under Contract DA 36-039-AMC-O3200(E). 
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position. 
2 and 1, respectively. 
radiation into the space outside; the material system is also coupled to a material reser- 
voir that introduces pumping, nonradiative decay (or radiative decay into black-body 
modes) and randomization into the material system. 

The notations used in this report includes the following: the decay constant of the 
field as  caused by the loss system is denoted p and the cold-cavity bandwidth is then 2p; 
the amplification constant of the field a s  caused by the unsaturated material (if the 
material bandwidth were infinitely wide) is denoted by y; the hot-cavity bandwidth is 
defined % = 2 (y-p); the material bandwidth is denoted 2 r; we shall also introduce the 
decay constant r of the inversion. 

3 .  

The upper and lower levels of such a level pair will  be denoted by subscripts 
The field mode is also coupled to a loss system that represents 

P 

Loaded LC Circuit Driven by Noise 

An LC circuit loaded by a conductance G and driven by a noise-source current i n 
(Fig, VII-2) is described by the equations 

(1) dI dV 
dt dt -L -= V; C - t GV - I = in. 

If we set  wo = (LC)-ll2; V = ( I ~ O ~ / ~ C ) ~ / ~  i(a-a t ) and I = (Fio0/2141/2 (atat),  so that the 

1 2 2  t energyF (LI t C V  ) in the LC circuit equals 5woa a, then Eqs. 1 can be transformed to 

da t 1/2 i x= -iw 0 a - (G/ZG)(a-a ) - i(25w0C)- n 

- -  dat t -1/2 dt - i w  0 a - (G/2C)(at-a) t i(2EwOC) n' 
t We introduce new slowly time-variant variables by setting in = in(t) exp(iwot) t 

i i ( t )  exp(-ioot); a = a(t) exp(-io t); a = a (t) exp(iwot). We assume that the LC circuit 

has a high Q and that in(t) and iL(t) contain only slow time variations with respect to 
exp(*hot). We can then neglect the double-frequency drives in Eqs. 2 and obtain 

t t  
0 

t 

where 

The plus and minus signs in Eq. 4 correspond to each other. 
time-domain and frequency-domain notation. 
related by 

Eventually we shall use 
Spectra and correlation functions are  
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If spectra a re  said to be "frequency independent," this means that they are  frequency- 
independent over a range around w = 0 which is very large compared with the various 

Fig. VII-2. Noisy loaded LC circuit. 
L 

relaxation constants, but very small compared with w 

by <uv> . The conversion from frequency domain to time domain is described by 

We shall denote such spectra 
0' 

4. Steady State below Threshold 

The equivalent classical model is obtained by assuming that the (normalized) conduc- 
tance g consists of a loss conductance and a frequency-dependent gain conductance. 
With each of these a re  associated independent Gaussian noise sources with zero mean. 
In the frequency-domain we have 

r 
g ( 4  = P - m y  

X - b )  = x,(w) +iw+r I' x- (4; and complex conjugate, (7) 

where 2p is the cold-cavity bandwidth, 2r is the material bandwidth, and y is the ampli- 
fication constant of the field (at zero frequency or infinite material bandwidth) caused by 
the inverted material. Operation below threshold requires p > y. The spectra of the 
noise sources xfL and x: a re  frequency-independent and a re  given by 

<.:x;> = (xLx+L> = 2ML; ++ m m  x- > = +- m m  x+ > = 2y(1+Pm) 

<x+x+ > = < - -) = 0; <xmxm> + +  = +Ax;> = 0. L L  x ~ x ~  
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If T 
upper and lower level as established by the material reservoir alone, then 

is the temperature of the loss system and Pg and Po are  the populations of the L 1 

pL = [exp(€ioo/kTL)-l]-'; pm = P;/(F$ - P:). (9) 

Note that the spectrum of the noise source associated with the frequency-dependent gain 
conductance is also frequency dependent: 

Equations 3 can be written in the time-domain 

d'a(t) datt) d 
t ( r t p ) r  t I'(p-y) a(t) = (xt I') xL(t) t rxL( t j ;  and conjugate. complex (11) 

dt2 

It is straightforward to obtain the spectrum <at(o) a(-)) from Eq. 11. 

<at(w) a(-,> = (AtBo2)/D(w), 

A = r E2pBLf2y(1fPm)l; 
2 

B = 2pPL; 

2 2  D ( ~ )  = [r(1*-y)-w2~2 t . 
By means of Eq. 5, we can obtain the correlation function (a'(tt7) a(t)>. Higher order 
moments a re  obtained from the fact that a (t) and a(tl)  a re  Gaussian. A discussion of 

Eq. 12 has been given elsewhere. 

t 

3 

5. Steady-State above Threshold 

The equivalent classical model is obtained by setting 

f where xL and x i  a re  independent Gaussian noise sources with zero mean, the frequency- 
independent spectra of which a re  given by 

where TL is the temperature of the loss system, and P; and Py are  the steady-state 
populations of upper and lower levels, respectively, a s  established by the field and the 
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material reservoir. Equations 3 can now be written in the time domain a s  - 
complex conjugate. (15) 

The net population difference P(t) = P2(t) - Pl(t) is determined by a set  of coupled rate 
equations that express conservation of populations and photon number, that is, 

J 

= Xk t (62k-61k)(a+x; + x p ) ,  t 

where w is the transition probability from level j into level k (we = 0), and rk = 
2 w The variables on the right-hand 

side of Eq. 16 a re  Gaussian shot-noise sources with zero mean, associated with popula- 
tion transfer induced by the material reservoir, and with photon transfer between the 
field mode and the loss system. The second-order moments of these noise sources wi l l  
be described below. 

kj 
is the total transition probability out of level k. 

jk j 

If one sets all noise sources equal to zero, one obtains the semiclassical steady-state 
solution (subscript s) with 

-i 8 t ios 
p = (K2/r)Ps; as = Rse S ; as = Rse ; 

Equations 15 and 16 a re  solved by setting 

a(t) = [Rstr(t)]  e -ie(t); at(t) = [Rstr(t)] e ie(t) 

2 2  and linearizing in r, pk, and dQ/dt. We approximate da/dt and d a/dt by 

de t *] e-ie; and complex conjugate da 
- dt = [-iRs dt 

2 -= -iRs 7 d e ~] d r e -ie. , and complex conjugate 
d2a dt2 [ dt dt2 
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and obtain 

where 

In order to evaluate the moments of the S and C noise sources, one treats 8 a s  being 
independent of x t  and x* One obtains m' 

<xkxk> = rkPz t 2 wkjp; = (1) 2 (atomic rate in t out) 

< x x  j> = -(wkjpjs t wjkp;) = -(I) 2 (atomic transfer rate) 

j 

(xksm> = (PRs/.)[+ rk(62kt61k) -* (Wk2twkl)]. 

The noise sources CL and Cm are  independent of the noise sources SL, Sm, and Xk. 
The noise source SL is also independent of Xk. 
ZRsSL, and 2RsSm describe, respectively, shot noise associated with population trans- 
fer induced by the material reservoir, photon transfer between the field mode and the 
loss reservoir (Fig. VII-3), and photon emission and absorption by the material system. 
The cross moment of the noise sources Xk and 2R S is hard to interpret; it is propor- 
tional to (2pRZ/r), that is, to the number of photons emitted by the material 
in the mean time (I')-'; this number is a measure of the expectation value of 
the off-diagonal (1,2)-elements of the material density matrix in the steady state. The 

The moments of the noise sources Xk, 

s m  
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noise sources of Eq. 20a have been said to be independent of the noise sources of 
Eqs. 20b and 20c. In the quantum analysis the expectation value of the anticommutator 
of the corresponding operator noise sources is indeed zero, but the expectation value 
of the commutator is not zero; for example, 

qSm+SL, Cm+cL> =T EL ( Z P R p - P s ) .  

These commutators a re  neglected in our equivalent analysis, which is the cause of its 
lack of "quantum accuracy,'' that is,  our analysis is not accurate enough to distinguish 
between the various orderings of the creation and annihilation operators of the field mode 
in the field moments. In particular, it does not allow us to calculate the field com- 
mutator or  yield the difference between the second-order Glauber function and the cor- 
relation function of the photon number operator. 

b 

MATERIAL FIELD LOSS 
SYSTEM MODE SYSTEM 

~ p p i  < a + a >  2ppL<a+ a +  1 > 

Transfer rates of photons between 
the field mode and the loss system 
and emission and absorption rates of 
photons in the material system. 

Equation 20a can be solved immediately for phase fluctuations. We neglect d26/dt2 
and dC /dt and take into account the fact that the noise sources a re  Gaussian. 
we obtain 

Then L 

2 where Ptr = 2pEw R 
reduces to the result derived in a previous report. 

is the average power in the laser beam. For >> p, this result 
2 o s  

The solution of the coupled equations (20b and 20c) for the moments of 2Rsr(t) is 
straightforward but can become very involved for an arbitrary material system. We 
give here only the solution for the case in which the material system consists of N 
strictly two-level systems. We introduce the following notation: 
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From the semiclassical equations (Eqs. 171, it follows that r 
the inversion, P is the inversion a s  established by the material reservoir alone, y is 
the amplification of the field (at zero frequency) a s  caused by this inversion, and the field 
amplitude is given by 

is the decay constant of P 
0 

We also introduce 

In previous reports" 
of the intensity fluctuations if the material has infinite bandwidth); e is the ratio of 
the hot-to-cold cavity bandwidth and is directly proportional to power output and 
normally very small close to threshold; e has been called the "enhancement fac- 
tor": a is the nonlinear constant of the material; E and 6 are  two new parameters; 
6 is smaller or  equal to one because r='r From the equivalent model 
(Eqs. 20-22), we  obtain 

wh has been called the "hot-cavity bandwidth" (the bandwidth 

-1 

t r 
2 P Ph' 

cw4 = pE2 (+ t pL) (w4/r4p) 4tj2 
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By means of Eqs. 5 we can calculate r(tt7) r(t9 . From Eqs. 18 and 24 and the fact 
that 9 is independent of r ,  we can then derive moments of a (t) and a(t'). 

The spectrum of Eq. 26 is of third order in w . It is hard to discuss it in general 
without plugging in specific numbers for various lasers. We can, however, clarify some 
aspects of these results through the following remarks. 

setting e = 0 in Eqs. 26b, 26c, and 26d. 
threshold is the most important one for intensity fluctuations (verify that for w = 0), and 
on the other hand e is much smaller than 1 in that region, we conclude that these noise 
sources are not very important and that the important noise sources a re  those that drive 

Eq. 15 and that a r e  described in Eqs. 13 and 14. 

careful investigation of Eqs. 26 shows that such an approximation is justified i f  6 and 
€6 a re  much smaller than one (say, one order of magnitude smaller than one). Equa- 
tions 15 and 16 can then be transformed to "modified" rate equations. 

2 discussed e l ~ e w h e r e . ~  The spectrum of r becomes then of second order in w . 
can have a resonance peak for w somewhere between E% and I? If one also sets 
E = ( l t e )  , the modified rate equations reduce to the rate equations discussed by 
McCumber4; the conditions 6 << 1, E = (l te)" a re  fulfilled if the material bandwidth 2I? 
is much larger than the cold-cavity bandwidth 2p and the decay constant 
sion. 

< t 

2 

(i) Neglecting the shot-noise sources that drive the rate equations (16) results in 
Since on the one hand the region close to 

2 2  (ii) Neglecting d a/dt and dxL/dt in Eq. 15 results in setting 6 = 0 in Eqs. 26. A 

These have been 
It 

-1 P' 

of the inver- 
P 

(iii) If I? >> e%, then one may approximate Eq. 26a by 
P 

Although one may lose an experimental verifiable resonance peak for w # 0 in this 
approximation, this resonance peak will  be much smaller than the spectrum near w = 0. 

The result (27) was  derived previously for E = 1. " We thus see that the bandwidth of 
the intensity fluctuations is narrowed by the factor E = [ l t (p / r ) te ] - l ,  that is, mainly 
by the effect of a finite material bandwidth (e is present in this reduction factor E 

because in this analysis we did not approximate the full nonlinear term (1 t aR;I' by 
1 - aRS, a s  one does in the Van der Pol equation). 2 

H. J. Pauwels 
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1. SINGLE PHONON ACCOMMODATION COEFFICIENTS 

Introduction 

It is our present purpose to report some recent improvements in quantum- 
mechanical accommodation theory. ' -5 This study will  be reported in detail later. 

An inert gas 
atom such as helium, described by an initial wave function +f(r), undergoes a collision 
with a bound surface atom of a lattice described by an assumed harmonic oscillator wave 
function I)~(u).  A single quantum of energy is transferred in the process. 
state of the atom is taken to be +(r), and that of the metal atom I),,(u). 
element for the process is given by 

The essence of the existing theories may be described as follows. 

The final 
The matrix 

with 

1- -  V(F-ii) = V(F) - u * W(Y) t y UiUj V2V(Fj - . . . . 

The accommodation coefficient is given by an expression of the form 

where y contains statistical factors, density of states, constants, and so forth. 
point is that a ,  the AC, is proportional to the square of the matrix element. 
results are  not necessarily in agreement with experimentally determined AC. 

The 
These 

* 
This work was  supported by the Joint Services Electronics Programs (U. S. Army, 

U. S. Navy, and U. S. A i r  Force) under Contract DA 36-039-AMC-O3200(E). 
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Theory 

There should be a great similarity between the lattice theories of neutron scattering, 
MiSssbauer effect, and inert-gas scattering. In all cases the lattice is perturbed by 
some external probe - the neutron, recoiling nucleus or incident gas atom - and the 
number of phonons is the lattice displacement field changes by some small number, 

we proceed in an extremely cavalier fashion. 

The lattice state is described in the occupation number representation in which the state 

vectors are  eigenfunctions of the phonon number operator. With the use of Boson cre-  
ation and annihilation operators, the necessary mathematical aspects of the Bosen field 
may be summarized: 

usually zero or one. Guided by the existing neutron 6 and MiSssbauer effect 7 theories, 

The lattice is normal-mode analyzed and second-quantized in the manner of Pines. 8 

(Commutation) (4b) 

(Orthonormality) (4c) 
nq>= 

(4d) 
Thermal 
Equilibrium 

It is assumed that the displacement of surface atoms is adequately described in 
terms of bulk-mode displacements. The surface atom undergoing collision is assumed 
to be at the origin of the coordinate system. 
displacement is 

Thus the usual expression for the atom 

By following the lines of Lipkin,' it can be shown that for small displacements, the 
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interaction of Eq. 2 can be expressed as 

where a is a parameter controlling the range of interaction. 

( 6 )  

This result, which wil l  be 
more rigorously derived in a forthcoming paper, is independent of the functional form 
of the interaction. 

By having the displacement-field operator in an exponential, we have recourse to 
some field theoretic results derived by G1auber.l' His result states that the operator 
deriving from e 

-3. a 
, which induces an n phonon transition is given by 

where the expectation value of the square of the Z - h operator is taken with respect to P 
the thermally excited equilibrium state given by Eq. 4d. In single phonon transitions, 
this operator takes into consideration such single -phonon processes in the interaction 
expansion of Eq. 2 as occur from operators of the form at a a t  ), in which a virtual 
phonon in the qlth mode is emitted and reabsorbed before the real phonon in the q 
mode is emitted. 
and Massbauer theory, and also give rise to a pseudo Debye-Waller factor in the atom- 
scattering phenomena. 

Combining Eqs. 1,4,6, and 7 allows the new single-phonon matrix element to be 

q' q' 4' th 

Processes of this sort give rise to the Debye-Waller factor in neutron 

written 

Since 

by virtue of Eqs. 4 and 5, it is equivalent to the harmonic oscillator matrix element 
of Eq. 1. Furthermore, since the atomic matrix element in Eq. 8 is also equivalent 
to that in Eq. 1, the new matrix element becomes 

and consequently 
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0- 
an = e a (9) 

Thus the new AC is simply the existing single-phonon AC multiplied by the pseudo Debye- 
Waller factor. It is a standard matter to evaluate the thermal mean-square displacement 
term in the exponent.8 It can readily be shown that 

with x = L/kT.  Equation 10 is exactly evaluated in low- and high-temperature limits as 

and 

Results 

Theoretical AC may be obtained by using Eq. 10 or 11 in Eq. 9 if values for a. a re  
known. Gilbey gives numerical values of a. vs temperature for helium. In most 4 

t ”~ Fig. VIII-1. 
Pseudo Debye -Waller correction factor for 
existing single quantum -accommodation- 
coefficient theories. 

theories, a Morse or  exponential repulsive potential describes the interaction. 
value of the parameter z in Eq. 6 is closely related to the range parameter in the 

Morse potential. Since the repulsive portion of the Morse potential varies a s  e 
we take al  S a S 2al. For the Ne-W system, al = 1.3 i-’. We take eD = 300°K for W. 

The 

-2a r 1 
t 
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0.03 I I I I I I 1 

-/-\ (GILBEY-DEV) 
- 

\ 
0.02 - 1. Q o  - 

U - - 
t 

X 
x x  Q , (EQ. I I )  

0.01 - - 
x 

- - 
x EXPERIMENTAL 

With these numbers, the quantity an/ao vs  temperature is drawn in Fig. VIII- 1, with a 
treated parametrically for the temperature range less than the Debye temperature, the 
region in which the simple quantum-mechanical model is valid. 
trivial correction to the original AC results. 

It is seen that a non- 
In Fig. VIII-2 three AC are  drawn: the 

Fig. VIII-2. 
Experimental and old and new theoretical 
accommodation coefficients as a function 
of temperature for He-W. 

uncorrected ao, the new theoretical an given by Eqs. 9 and 11, and experimentally 
determined AC. l1  All  a have been adjusted so as to coincide at T = 300°K. 
to multiplying a. or an by a constant that shifts the axis but not the shape of the curve. 
Clearly, the new AC appears to be in better agreement with experiment than the pre- 
vious quantum-mechanical expressions. 
a high-temperature limit from below the limit, whereas the old theory approaches the 
same limit from above. It seems quite reasonable to say that if single-phonon AC are 
meaningful, then the existing theories should be modified by a pseudo Debye-Waller fac- 
tor in order that there may be some quantitative agreement. 

A more detailed treatment of this theory, together with an adequate discussion of 
the meaning and significance of these results, is forthcoming. 

This amounts 

Both the new expression and the data approach 

J. W. Gadzuk 
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1. THERMIONIC CHARACTERISTICS OF A SINGLE-CRYSTAL TUNGSTEN 
FILAMENT EXPOSED TO OXYGEN 

Introduction 

More than forty years ago, Langmuir and Kingdon' observed that the thermionic 
emission from a cesiated tungsten filament could be increased markedly by adsorbing 
O2 upon the filament. Although this problem has received very little attention in sub- 
sequent years, it is now being reconsidered because of its possible importance to 
thermionic energy conversion.2 In the past five years the number of investigations of 
the effects of electronegative gases (such a s  O2 and F2) on the thermionic properties of 

3 cesiated refractory metals has increased. 
The present experiment is designed to investigate the effect of O2 on the thermionic 

emission from a single-crystal tungsten filament. Our specific objective is to deter- 
mine the dependence of the work functions of different crystallographic directions on 
O2 pressure and filament temperature. 

Descriptions of the experimental apparatus and the preliminary data have been 
reported in Quarterly Progress Report No. 79, pages 156-166. Hence, we shall con- 
centrate here in the results that were obtained after improving the method of introducing 
O2 into the vacuum system. The diffusion-type leak used previously has been replaced 
by a motor-driven Granville-Phillips valve connected to a one-liter flask of research 
grade 02. 

Experimental Results 

The results shown in Fig. VIII-3 were obtained by increasing the O2 pres- 
sures in small steps while holding the filament at various temperatures. The 
effectiQe work function, +E, is computed from the following form of the Richardson 
equation, 

* 
This work was supported by the National Aeronautics and Space Administration 

(Grant NGR- 22- 009 - 09 1 ). 
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where I is the measured collector current, S is the filament area subtended by the anode 
slit, k is Boltzmann's constant, and T is the filament temperature. We have not extra- 
polated the measurements of I to zero-field conditions because this correction has only 
a small effect on +E ("0.05 eV) for the anode voltage of 500 volts employed here. 

ization gauge (Model 22GT102). The thoria-coated iridium filament in the gauge was 
used to reduce the er rors  associated with interactions occurring at a hot filament. Since 
the sensitivity of ionization gauges is not well known for oxygen, we have chosen to 
express the pressure in terms of the equivalent nitrogen pressure. 
sure may differ from the equivalent N2 pressure by as  much a s  25 per cent.) 

fact is illustrated in Fig. VIII-3; the minimum pressure shown for each filament tem- 
perature represents the pressure of the residual gases when the O2 valve is closed. 
Hence the pressure readings a re  the sum of the O2 pressure and the pressure of the 
unknown residual gases. Although this introduces an uncertainty in the low-pressure 

data, this effect becomes negligible at higher pressures. 

The pressures reported in Fig. VIII-3 were measured with a General Electric ion- 

(The true O2 pres- 

The residual gas pressure increases with increasing filament temperature. This 

Notice that the low-pressure limiting values of +E shown in Fig. VIII-3 are not the 
same for all filament temperatures. 
perature, if S is not measured accurately, or if the pre-exponential factor appearing 
in the Richardson equation is not 120 a s  assumed. 

to construct plots of 4, versus 8. As an alternative, it is of interest to determine 
whether the parameter that is useful for correlating thermionic data for alkali metals 
will also be successful for oxygen, 
(i. e. , filament) temperature and TR is the saturation temperature corresponding to the 
particular operating pressure of the gaseous adsorbate. 
peratures, TR, employed in Fig. VIII-4 are  computed from the following empirical 
expression which accurately describes data reported by Honig and Hook for the vapor 
pressure of oxygen: 

This result is to be expected if +, depends on tem- 

Since the O2 coverage, 8, has not been measured in this experiment, we a re  unable 

4 

The parameter is T/TR, where T is the substrate 

The effective saturation tem- 

5 

* 

486.45 loglop = 9.25 - 

* 
Since the reciprocal of T/TR may be considered as  a measure of the converage, it fol- 
lows that 9, should appraoch the clean-surface value a s  T/TR increases. 

high values of T/T 
with the data of Fig. VIII-3. 

* 
The correlation shown in Fig. VIII-4 is surprisingly good. The scatter appearing at 

may be caused by the factors discussed previously in connection 
The comparison of the different crystallographic directions 

* 
R 
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shown in Fig. VIII-3 is based on curves drawn through the data points of Fig. VIII-4. 

Discussion of Results 

The effect of O2 on the thermionic emission from W was first studied by Kingdon, 
in 1924.6 A similar investigation was performed in greater detail by Johnson and Vick, 
in 1937.7 Polycrystalline tungsten filaments were employed in both experiments, and 
the O2 pressure w a s  not accurately measured. 

changes for O2 on W which were much smaller than those computed from the thermionic 

Using the contact-potential method, Langmuir and Kingdon 8 measured work-function 

data of Kingdon.' Reimann 9 repeated the contact-potential measurements and obtained 

5.8 

5.6 h 

T/T: 

Fig. VIII-5. 
Comparison of the average experimental 
results for O2 on W; vs T / T ~  for 
the (loo), ( l l l ) ,  (112), and (110) crystal- 
lographic directions. 

* 

a maximum contact-potential change of 
1.7 eV for O2 on W at room temperature. 
This value is in good agreement with that 
computed from Kingdon's data, and it has 
been verified in subse quent investigations 
both with the field-emission microscope 
and the contact-potential method. A 
detailed study of the change in contact 
potential with increasing O2 coverage on 
polycrystalline W has been performed by 
Bosworth and Rideal. 11 

Since the results of the present study 
are, to the best of our knowledge, the first 
thermionic measurements of the effect of 
0 on the work function of a single-crystal 
substrate, we have no standard compari- 
son. Becker and Brandes" have, how- 
ever, used the field-emission microscope 
to investigate the effect of O2 on various 
crystallographic planes of W. The general 
characteristics of our results agree quali- 
tatively with those of Becker and Brandes. 

2 

Quantitative agreement is not expected, because of the significant differences in the 
experimental techniques. Mueller, Gomer and Hulm, l4 and George and Stier' have 
also used the field-emission microscope to study O2 on W. 

As  seen in Fig. VIII-5, the maximum work-function change determined from the 
present data is -0.83 eV. This value is less  than that measured in contact-potential 
studies because the filament temperature is sufficiently high to reduce the O2 coverage 
below the maximum possible value. As  inferred in the selection of T/TR as the 

* 
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correlation parameter, the coverage increases with increasing pressure and decreasing 
filament temperature. It is expected that, for the range of pressures and temperatures 

12,16 used here, the surface coverage does not exceed one monolayer of atomic oxygen. 
Although the structure of O2 on W is not completely understood, there is evidence 

that absorption and surface rearrangement is greatest on crystallographic planes having 
an open-lattice structure.17 This provides a possible explanation for the fact that the 
work function of the (1 10) direction is not affected by O2 as markedly as the other crys- 
tallographic directions (Fig. VIII-5). (We prefer to use the term "crystallographic 
direction" instead of "crystallographic planet1 because the exact surface structure of the 
tungsten filament is not known.) 

W. Engelmaier, R. E. Stickney 
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2. CONTACT POTENTIAL MEASUREMENTS OF THE WORK FUNCTION 
O F  TANTALUM AS A FUNCTION OF CESIUM COVERAGE 

Introduction 

The primary objective of this report is to describe an experimental apparatus 
designed to determine the dependence of the work function of a well-defined metallic 
substrate on alkali-metal coverage. As  an illustration of the experimental technique to 
be used, preliminary results obtained for cesium upon a polycrystalline tantalum sub- 
strate a re  presented. In subsequent studies a single-crystal substrate wi l l  be 
employed to satisfy the condition of a reasonably well-defined, uniform surface. 

OXYGEN OR HYDROGEN 
Apparatus 

As a prerequisite for any precise sur- 
face adsorption study, it is imperative 
that the surface of interest be kept free 
of contamination from background gases. 
Here, this condition is met by mounting 
the apparatus , shown schematically in 
Fig. VIII-6, within a Varian ultrahigh 
vacuum system. The stainless-steel 
chamber, with a working space of 
45 X 90 cm, is evacuated by a 500 l/s ion 

pump. For additional pumping in the 
ultra-high vacuum region, titanium is 
sublimated upon liquid-nitrogen cold 

Fig. VIII-6. Schematic diagram of the 
apparatus. 

- 
-1 0 panel. 

Torr for these runs), it is possible to maintain contamination-free surface conditions 
for times much longer than those required for an experimental run. 

Since this system can achieve pressures in the low 10 Torr range ("3 X 10-l' 

The apparatus has been designed to furnish information in the most meaningful way 
to enable us to carry out our primary objective. 
talum ribbon, 0. 0025 X 0. 127 X 2.54 cm, mounted on a rotatable shaft, (The preliminary 
runs utilized a polycrystalline specimen; in subsequent runs a (1 10) monocrystal wil l  
be studied.) Cleaning of the surface is achieved by direct resistive heating to -2500°K. 

Alkali-metal deposition upon the target is obtained by using a zeolite ion source 
containing the desired alkali.' Since the target temperature is maintained at 300°K 
during a run, this method allows us to attain and maintain alkali-metal coverages 
without flooding the entire system with alkali vapor. Also, by monitoring the col- 
lected ion current, the number of alkali-metal ions deposited can be directly and 
accurately known. The source is a thin layer of alkali-metal zeolite fused to a plati- 
num ribbon 0.005 X 0.635 X 5.1 cm. This ribbon, heated by direct resistive heating, 

The specimen to be studied is a tan- 
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2 is run at 800-900°C to obtain sufficient ion emission (10-7-10-6 amps/cm for the pre- 
liminary Cs runs). 
electrostatically deflected in a 60" analyzer, and beamed on the target through another 
0.635 X 2.54 cm slit. 
contamination from the source. 
applied between the target and the source is 8 volts. 

Changes of substrate work function because of alkali-metal adsorption a re  measured 
by the contact-potential method." For this measurement, the target is positioned before 
a simple electron gun of the Farnsworth style.4 This gun has a polycrystalline tantalum 
filament mounted off -center to prevent photoelectric effects and direct contamination. 
Since the method requires constant emitter conditions, the filament is continually run 
at N2100°K, and its center is grounded. 

The emitted ions a re  accelerated through a 0.635 X 2.54 cm slit, 

The electrostatic analyzer decreases the possiblity of neutral 
For the preliminary runs, the maximum potential 

Used alone, the contact-potential method tells nothing about absolute work functions. 
If, however, the bare- surface work function is known subsequent contact-potential 

measurements can be converted to absolute values. In this apparatus, the thermionic 
work function of the clean target is measured by positioning the target at the therionic 
measurement station. 
of the tantalum ribbon, bounded by two guard rings. 
planar. 

This station consists of a collector, subtending a center portion 
The geometry of this station is 

As shown in Fig. VIII-6, the target may also be positioned before an oxygen/hydrogen 
molecular beam. 
to form the beam. 
the cleaning of the ~ u r f a c e . ~  Second, the molecular beam allows us to study the effect 
of additive gases on the work function of alkali-metal covered surfaces. Such studies, 
though interesting in their own right, serve a s  important standards against which the 
uncontaminated data may be checked. 

Diffusion leaks a re  used to supply the oxygen or hydrogen required 
First ,  oxygen is useful in Such a beam serves a double purpose. 

As well a s  controlled contamination runs, quantitative studies will be made with the 
use of a G. E. monopole partial pressure analyzer. These studies will quantitatively 
check adsorbate purity and unwanted background contamination. The device is avail- 
able and can easily be attached to the system. 

A liquid-nitrogen cold finger may be added for two auxiliary studies. Cooling the 
surface will allow studies at high overlayer coverages and provide a check on the pos- 
sible dependence of work function upon temperature. 

Experimental Method 

Changes in the target work function are  measured by the contact-potential method. 
The principles of this method a re  schematically shown in Fig. VIII-7. 
energy diagram for an emitter with a constant work function, +E, and a collector with 
a clean function, +o, is shown in drawing A. In the case shown, a voltage, Vo = +E - +o, 

The potential 
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is applied to the collector. 
emitter and the clean collector. 
curve In vs V; for collector voltages greater than Vo, the electrons a re  retarded and 
the Boltzmann portion of the curve is obtained. 

This voltage is the contact potential difference between the 
Drawing A corresponds to the break point in the solid 

If the work function of the collector is 

A. POTENTIAL DIAGRAM B. POTENTIAL DIAGRAM FOR 
FOR CLEAN COLLECTOR WORK FUNCTION 
COLLECTOR CHANGE OF-A6 

Fig. VIII- 7. Illustrating the contact- 
potential method. 

decreased, the situation is that shown in drawing B. 

V = +E - +o + A+, is the contact potential. 
collector (relative to the emitter) by A+ changes the contact potential by A+. 

result is that the Boltzmann portion of the I-V plot is shifted, parallel to the clean plot, 
by an amount A+. 
measure only the shift of the I-V plot relative to the clean plot. 

Here again the voltage applied, 
Thus, changing the work function of the 

The net 

Thus, to measure changes in the collector work function, we need 

The contact potential method has two primary advantages: it measures changes of 
work function directly; and since the collector is kept at "300"K, alkali-metal coverage 

2 3 

z 
0 cn 

V-RETARDING POTENTIAL I VOLT/DIVISION 

Fig. VIII- 8. Typical retarding-potential plots. 
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can be maintained without a high background pressure of alkali-metal vapor. 
disadvantage is that the method measures only changes and not absolute values; however, 
this is overcome by making an independent measurement of the thermionic work function 
of the surface. 
temperatures wi l l  equal that characterizing the collection of electrons at room temper- 
atures only if the properties of the surface a re  uniform and independent of temperature.) 

For 
The small-scale plots, at the left in 

The main 

(The work function characterizing the emission of electrons at high 

The actual experimental method is best understood by referring to Fig. VIII-8. 
each run, two retarding-potential plots are  made. 
Fig. VIII- 8, allow qualitative comparisons of different runs while the expanded- scale 
plots allow quantitative comparisons of the highly retarded portions of different runs. 
For instance, curve 1 represents a retarding-potential plot for a cleaned surface. 
sequent plots with adsorbed alkali-metal films (e.g., curves 2 and 3) a re  considered 
satisfactory for quantitative comparisons only if they a re  parallel to the clean curve 
(within "0.03 eV) and show the same saturation current. 
to be valid, however , background contamination must be negligible. 

Sub- 

In order for such standards 

The possibility of background contamination is checked in the following way. After 
each run with an adsorbed alkali-metal film, the surface is flashed and a retarding- 
potential plot is taken. 
always coincide with curve 1. An occasional contamination check is then made by 
allowing the clean surface to sit for a time ("20 minutes) longer than the maximum time 
for a run (-9 minutes). 
the curve by greater than -0.02 eV, the previous runs are  discarded. 

To ensure reproducibility of the clean surface, this plot must 

If, during this time, the surface contaminates enough to shift 

Results for Cesium on Tantalum 

The experimental results for cesium upon polycrystalline tantalum are  shown in 
Fig. VIII-9 where work function change is plotted against the number of cesium ions 
applied. 
function decreases almost linearly with coverage. Second, the curve shows a maximum 
work function decrease (-2.47 eV at a coverage of 7 X 10l3). Third, though more high- 
coverage data a r e  needed, the work-function change at high coverages appears to reach 
a limiting value (-2.21 eV). 

Three features of this plot a re  worth noting. Firs t ,  at low coverage the work 

To compare the data eventually with theoretical predictions, we must convert the 
number of cesium applied into a fractional coverage, 8. For convenience we have 
assumed one-monolayer coverage (8 = 1)  to be the point where the curve of Fig. VIII-9 
becomes flak cesium 
paricles have been applied to the surface. By this definition, the curve is linear up to 
approximately 8 = 0.15, and the minimum occurs at approximately 8 = 0.5. It is also 

13 interesting to note that if we divide the number of cesium in a monolayer (15.5 X 10 ) 

by the apparent target area exposed to the cesium beam ("0.322 cm ), the monolayer 

Quantitatively, 8 = 1 is defined as the point where 15.5 X lo1  

2 
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0-CESIUM-TANTALUM DATA 

~ F J ~ X I O - ' ~  TORR 
w TEJ 300 "K 

a: 1.0 

D 1.2 

0.8 APPARENT TARGET AREA l "X0.050"  

w 

NUMBER OF CESIUM APPLIEDX10i3 

Fig. VIII-9. Experimental data for Cesium on Tantalum. 

2 denisty of cesium is found to be r = 4. 8 X 

Taylor and Langmuir used for cesium upon a rough tungsten surface. 
cesium/cm . This is the same value 

6 

Faulty design of the present thermionic measuring station made it difficult to obtain 
a reliable measurement of the work function of the bare tantalum surface. 
a thermionic bare-surface work function of 4. 15 4- 0. 1 eV was estimated from the therm- 
ionic measurements. 
8 = 0.5 is found to be 1. 68 f 0. 1 eV, and the limiting value for full coverage 
is 1.94 f 0.1 eV. 

For a patchy 
surface , a thermionic measurement wil l  accentuate low work-function patches, while 

3 the contact-potential method attaches more relevance to an averaged work function. 
Using the thermionically measured work function for the 300°K surface is also dubious 
if the work function displays a strong dependence upon temperature. 

If appreciable 

cesium atom desorption occurs at high coverages, serious doubt is cast upon our defi- 
nitions of coverage. Since we have no way of measuring atomic desorption rates, two 
limiting cases have been calculated by using an expression derived by Rasor and 
Warner.' If, a s  Rasor and Warner assume, the atomic heat of adsorption is constant at 
all coverages and has a value of '"1.6 eV for cesium upon tantalum, no appreciable 
desorption will occur until coverages near 8 = 0.99 are reached. If, on the other hand, 

the heat of adsorption at high coverage tends toward the value for vaporization of bulk 
cesium (-0. 80 eV) serious desorption would begin at coverages of 8 = 0. 7. 

Despite this, 

Based on this value, the minimum work function occurring near 

It must be recognized that these numbers are only approximations. 

Beyond these two points there is another serious point to be raised. 

The fact 
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that the data give a reasonable value for monolayer density (cr) may indicate that the 
former case is the more likely. 

Comparison with Existing Experimental Data 
8 Houston has reported some emission data for cesium on polycrystalline tantalum. 

Since Houston did not measure coverage and it is difficult to compare thermionic data 
with contact potential data, only a qualitative comparison will be made. 
the data of Houston indicate the existence of a minimum work function and, for a bare 
work function of "4. 3 eV, the minimum value found is '"1.6 eV. Since our bare work 
function is '"4.15 eV, our minimum value of 1. 68 e V  is only in qualitative agreement 
with Houston's value. 

Most important, 

D. L. Fehrs, R. E. Stickney 
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1. INVESTIGATION OF FREE-MOLECULE FLOW FIELDS 

The general objective of this research project is to study the fluid dynamics of the 
transition regime existing between the free-molecule and continuum limits. Rather than 
using wind-tunnel techniques to study the transition flow around bodies, we have chosen 
to study the flow through orifices and tubes for the following reasons: (i) the orifice 
geometry is particulary well suited, since it minimizes the effect of unknown gas-surface 
interactions on the flow;' (ii) theoretical solutions are  known, a t  least in principle, for 
the limiting cases of free-molecule and continuum flow through orifices and tubes; 
(iii) the geometry of the apparatus permits us to measure the velocity distribution of 
the flow, thereby providing information that is more detailed than that generally avail- 
able in wind tunnel tests; (iv) the cost and size of the apparatus are  more reasonable; 
and (v) the experimental results wi l l  be relevant to engineering problems of molecular 
beam generation, exhaust of gases into space, and the flow of gases in vacuum systems. 

We have recently completed an experimental investigation of the angular distri- 
bution of flow from orifices and tubes in the near-free molecule regime.4 Although these 
results provide useful information on the nature of the flow, measurements of the 
velocity distribution are  now desirable because such data provide a complete descrip- 
tion which could be used to check and to improve the existing theoretical treatments. 

of investigators, 
to a small range of Knudsen numbers; the designs were such that measurements were 
restricted to one direction, that of the center line of the flow; and, in many cases, the 
experiments employed tubes or slits instead of sharp-edged orifices. 
theoretical treatments consider orifice flow, ' 3- ' 
for this type of aperture.) We believe that it is possible to circumvent all of these 
limitations by using the technique described below. 

1-3 

Although the velocity distributions of molecular beams have been studied by a number 
5-12 the results a re  incomplete because the experiments were limited 

(Since most 
it is most important to obtain data 

Also, this technique enables us to 

* 
This work was supported by the National Aeronautics and Space Administration 

(Grant NsG-496). 
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make absolute measurements for cesium because all of the molecules striking the 
detector a re  ionized and recorded. 

Since the basic features of the experimental apparatus have been described in pre- 
vious progress reports, we shall concentrate here on the modifications that were 
required for measurements of the velocity distribution. The technique is similar to the 
time-of-flight method employed by Knauer'l and Kofsky.12 The molecular beam is 
interrupted periodically by a rotating disc driven by an electric motor, thereby creating 
pulses of molecules. 
the detector is simply related to their speed, v, and the distance from the rotating disc 
to the detector, P, 

The time, At, required for molecules in a given pulse to reach 

1 At = -  
V '  

Hence, the faster molecules will arrive at the detector before the slower ones. By 
displaying the detector signal on an oscilloscope, we obtain a waveform that may be 
related to the velocity distribution function. (A Moseley Waveform Translator (Type 101) 
may be used together with an X-Y recorder to obtain a permanent, enlarged record of 
the waveform. ) 

Some preliminary results a re  shown in Figs. VIII-10 and VIII-11. The solid curves 
represent the theoretical waveforms which would result if the flow were completely free 
molecular; the experimental data points are taken from waveform measurements. 
would expect experiment to agree with theory when the Knudsen number (defined here 
as the ratio of the mean-free path, A,  to the orifice diameter, D) is sufficiently greater 
than unity. Hence, the agreement obtained for A/D = 10.2 (Fig. VIII-10) is an indica- 
tion that our apparatus is functioning properly. 

We 

TIME ( ~ e c )  

Fig. VIII-10. Experimental results for T = 152°C. 
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Fig. VIII-11. Experimental results for T = 217°C. 

According to the experimental 6-1 and theoretical results reported by others, the 
normalized velocity distribution for flow from an orifice should exhibit a deficiency of 
low-speed molecules when X/D is of the order of unity. A deficiency of this nature is 
observed in Fig, VIII-11 for X/D = 0. 85. (As stated previously, the molecular speed 
is inversely proportional to time.) 

various angles from the flow center line. 
ratios will be investigated after completing the orifice experiments. 

At  the present time we a re  obtaining data over a range of Knudsen numbers and for 
Tubes having different length-to-diameter 

R. E. Stickney, Y. S. Lou, S. Yamamoto 
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A. ACOUSTIC WAVE AMPLIFICATION 

Continued work on the problem of acoustic-wave amplification in a plasma” has 
led to the realization that the electron gas should be treated isothermally. 
cation mechanism, as described by Ingard,’ is a coherent heating of the neutral gas by 
the electrons, which a re  constrained to move in phase with the neutrals and ions.3 A 
calculation based on the fluid equations for the three-component system yiebds in the 
isothermal-electron limit the dispersion relation 

The amplifi- 

(1) 
-1/2 k = (w/c)(lti/w-r) , 

where c is the adiabatic speed of sound for the neutral gas, and T is an amplification 
time. 2 This agrees with the initial result of Ingard, 

k = (w/c) (l-i/m) 1/2 , (2) 

in the limit UT >> 1, but not for UT 6 1. In fact, one finds that (2) is valid only when 
Re k = w/c, but since T is such a large number 
distinction between (1) and (2) would be difficult to achieve. 

sec <, T 5 1 sec), an experimental 

Acoustic losses establish a threshold condition 

l-T < 1 (3) 

for the observation of an amplified wave. 
boundary of radius r, one finds 

For propagation parallel to a cylindrical 

r = (2w/pr2)1/2 t (w/c)2 (7q/3p) (4) 

for a monatomic gas of viscosity q and density p. The dispersion relation actually 
observed under the expected quasi-adiabatic conditions, from an expansion of (l), 

* 
This work w a s  supported principally by the U. S. Navy (Office of Naval Research) 

under Contract Nonr-1841-(42); and in part by the Joint Services Electronics Programs 
(U. S. Army, U. S. Navy and U. S. Air Force) under Contract DA 36-039-AMC-O3200(E). 
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would be 

k =r (w/c) - i ( l / 2 c ~ ) ( l - r ~ ) .  

1 .  Lateral Acoustic Instability 

Continuing work on the problem, described p rev i~us ly ,~ ’  of understanding why a 
constricted argon discharge kinks when the current is modulated at a lateral acoustic 
resonant frequency has led to a simple mechanism for explaining the effect. 
estimate the ionization rate , by intuition, as 

One may 

where Ne and Nn are  the densities of electrons and neutrals, E is the electric field, and 
a, f3, and y are  positive constants. This model has the desired properties 

1 .  aR/E)E > 0 

2. aR/aNn>O for aNn/E < 1 

3. aR/aNn<O for U N ~ / E  > 1. 

If the modulation is sufficient to make both properties 2 and 3 realized duriag separate 
parts of the modulation cycle, the discharge will minimize E,  thereby minimizing its 
power dissipation, by selecting the high-gas-density region when E is large and the low- 
gas-density region when E is small. Thus the path known to be favorable to the 

0.01 

0 
60 EO 90 100 

u2 (kHz2) u2 (kHz2) 

0 

I 
100 

Fig. IX-1. Longitudinal structure in the mode (nm) = (Ol), 
as evidenced by the lateral acoustic instability. 
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production of an acoustic wave is also preferred energetically in the presence of that 
wave. 
location are periodic in time. 
displacement. 

against modulation frequency v. This is done in Fig. IX-1 for the lowest mode (n = 0, 
m = l), which displays through the linear relation between v 2  and h-2 the very definite 
excitation of a series of longitudinal modes based on the fundamental frequency vol. The 
line has slope c - ~ ,  c being the speed of sound. 

The path is stationary because the gas density and electric field at a given spatial 
The increase in path length serves to limit the degree of 

The spatial regularity of the discharge path5 allows one to plot the wavelength h 

2. Acoustic Modulation of Microwave Transmission 

Berlande, Goldan, and Goldstein have described an experiment in which the micro- 
wave transmission coefficient T of a decaying cryogenic helium plasma is demonstrably 
modulated by the sound produced by the decay of the electron temperature. An analysis 
now being conducted on this experiment seems to indicate that 

6 

(i) The electron temperature does not decay to the gas temperature (4. 2'K), but to 
a temperature (-300°K) determined by the microwave signal used in making the measure- 
ment. 

(ii) The initial electron density (-2 X 10l1 ~ m - ~ )  and temperature (-3 X l o4  OK) are  
also unknown, so that quantitative agreement between theory and experiment can only 
be achieved by curve fitting. 

I I I I I I I I 
0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 

TIME (msec) 

Fig. IX- 2. Acoustic modulation of the microwave transmission coefficient 
of a decaying cryogenic plasma: theoretical plot for the param- 
eters  indicated in the text. 
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(iii) The insensitivity of the acoustic amplitude to the size of the pulse generating 
the plasma may be due in part to an increase in gas temperature, which would defeat 
the purpose of raising the electron density and temperature by means of the larger pulse. 

A theoretical curve with parameters as  indicated in (i) and (ii) above, chosen so as 
to f i t  the experimental data, is shown in Fig. IX-2. The decay of the plasma is governed 
mainly by recombination rather than by diffusion. The transmission coefficient can be 
shown to be given approximately by 

where a is the length of the plasma, 
frequency. 
phase with each other by the acoustic wave. 

c is the speed of light, and 0/2a is the microwave 
The plasma frequency w and the collision frequency wc are modulated in 

P 

H. M. Schulz 111 
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B. ERRATUM: LATERAL ACOUSTIC INSTABILITY 

In Quarterly Progress Report No. 81, p. 45, Fig. VI-2, the photograph on the left- 

H. M. Schulz 111, K. W. Gentle 

hand side marked "MODULATED" should read UNMODULATED. 
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x. ELECTRODYNAMICS OF MOVING MEDIA* 

Academic and Research Staff 

Prof. H. A. Haus 
Prof. P. Penfield, Jr. 

A. STATUS OF RESEARCH 

During the past quarter many of our previous results have been consolidated and 
refined, and will appear in a research monograph, to be published by The M. I. T. Press,  
Cambridge, Massachusetts (Special Technical Report Number 14 of the Research Lab- 
oratory of Electronics). The publication of this book terminates one phase of this study. 
Future work will  be concerned with extensions to related areas, including but not limited 
to (i) force generation in novel media, (ii) general relativity, (iii) applications to 
specific experiments and devices, such a s  wave propagation in nonlinear media or the 
acoustic amplifier, and (iv) experimental tests of our theoretical results. 

H. A. Haus, P. Penfield, Jr. 

B. AMPLIFICATION AT SUBCRITICAL DRIFT VELOCITIES 

[This report summarizes a paper to be presented at the Solid State Devices Research 

The helicon instability predicted by Baraff and Buchsbaum in layered semiconductor 
structures has been of considerable interest because the amplification occurs at (1 sub- 
criticaltt drift velocities, i. e. , drift velocities less than the phase velocity of the wave. 
Sturrockt s criterion developed for conservative (lossless) systems indicates that nega- 
tive energy storage and hence amplification wil l  exist if  and only if the active system 
moves at a speed greater than the phase velocity of the wave under consideration. This 
criterion is violated in the Baraff-Buchsbaum case because the system is not conserv- 
ative. We have investigated where and how the breakdown of the Sturrock criterion 
takes place in the hope that the findings wi l l  lead to realization of more practical devices 
in which amplification can be achieved at subcritical drift velocities. 

It was found that in the Baraff-Buchsbaum case amplification occurs because of 
collisions at the interface between the drifting and stationary plasma. If the boundary 
conditions at the interface are  made conservative by eliminating collisions and intro- 
ducing surface currents, amplification at speeds less  than the phase velocity does not 
occur. 
be given a simple physical interpretation. Ways of realizing the same mechanisms in 
the bulk wil l  also be discussed. 

A. L. McWhorter, H. A. Haus 
[Professor A. L. McWhorter is at Lincoln Laboratory, M. I T.] 

Conference, Chicago, Illinois, June 15- 17, 1966. ] 

The role of collisions in converting dc energy to ac energy at the interface wil l  

* This work w a s  supported by the Joint Services Electronics Programs (U. S. Army, 
U. S. Navy, and U. S. Ai r  Force) under Contract DA 36-039-AMC-O3200(E). 
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XI. PLASMA PHYSICS* 

Academic and Research Staff 

Prof. S. C. Brown Prof. J. C. Ingraham E. M. Mattison 
Prof. W. P. Allis Dr. G. Lampis W. J. Mulligan 

J. J. McCarthy 

Graduate Students 

M. L. Andrews P. W. Jameson J. K. Silk 
D. L. Flannery R. L. Kronquist D. W. Swain 
E. V. George D. T. Llewellyn- Jones F. Y-F. Tse 

G. L. Rogoff 

A. ELECTROMECHANICAL DEVICE TO FEED EXPERIMENTAL DATA 
t AUTOMATICALLY INTO A TIME-SHARED COMPUTER SYSTEM - I. 

This report describes the purpose and principles of operation of the device that has 
been built. 
its performance under actual operating conditions. 

A succeeding report will  describe in detail the construction of the device and 

1. Introduction 

An important area of application of the project MAC (Machine Aided Cognition - Mul- 
tiple Access Computer) Compatible Time-sharing System is in conjuction with external 
laboratory experiments, particulary those in the physical sciences. 
menter, with a CTSS terminal next to his apparatus, can enjoy the luxury of an on-line 
computer for processing his experimental data a s  they a re  produced. In many cases the 
ability to feed the data into the computer automatically is highly desirable. This report 
describes a simple homemade device that can insert BCD (Binary Coded Decimal) data - 
in the present case generated in parallel form by a digital voltmeter (DVM) - into a Type 
33KSR teletype terminal at rates up to the maximum of 10 characters per second allowed 
by the telephone lines, data sets, and so forth. Such a device could find application in 
many areas of physics, physical chemistry o r  engineering, where an experiment pro- 
duces data at a rate no faster than, for example, one 6-digit number per second. 

Here the experi- 

2. The Code 

The signal sent to the computer by the teletype and data set consists of a series of 
square pulses at 110 cps, i. e. , a voltage alternating between two discrete levels, "mark" 
and "space. When no signal is being sent, the data-set output remains at the 

* 
This work was supported by the United States Atomic Energy Commission 

(Contract AT( 30- 1 )- 1842). 
?The work reported here was supported, through access to its computer facilities, by 

Project MAC, an M. I. T. research program sponsored by the Advanced Research Agency, 
Department of Defense, under Office of Naval  Research Contract Nonr-4102(01). 
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(XI. PLASMA PHYSICS) 

When no signal is being sent, the data-set output remains a t  the "mark" voltage level. 

or  a space of 1/110 sec = 9 msec duration. 
te r  is a space. Eight information bits follow, then two send1t bits, which a re  always 
"marks. 
referred to as  C-bits, and the 8 information bits will be referred to as  I-bits. 
the first I-bit is the second C-bit, and so on. 

One character in teletype code consists of 11 bits, each one of which is either a mark 

The first, or  "start, bit of every charac- 

To avoid confusion, the 11 bits constituting the entire character will be 
Thus 

In the teletype code used by Project MAC, every character has a "mark't for the 
eighth I-bit (ninth C-bit). Moreover, all numerals have the same configuration for I-bits 

5-7, differing only in the first four I-bits. Since C-bit 1 is always a space, C-bits 

9, 10, and 11 a re  always marks, and C-bits 6-8 are the same for all numerals, only 
6-bits 2-5 need be provided to specify a numeral, C-bits 1 and 6- 11 remaining 

permanently set. 
3. Teletype 

consists of three basic units: 

Figure XI-1 is a simplified diagram of the hardware configuration. The teletype 

When a key is depressed on the keyboard, a single-pole double-throw relay (here- 
keyboard, printer, and data set. 

after called the "main relay") produces a series of contact closures that send to the 
printer a sequence of I1mark" and lfspacetl voltages in the appropriate character code 

n I EXPERIMENT I 
ANALOG DATA 

r-------1 
ANALOG-TO-DIGITAL 

CONVERTER 
(e.g., DIGITAL 

I 
I 
I 
I 

VOLTMETER KEYBOARD 

I 

I 
I 
I I 

I I 

I 
I 

I 
I 

I I 
I 

33 krR I I 
L-_.----, 

INPUT-MODE 

SWITCH 

TELETYPE I PRINTER 

PROJECT 

COMPUTER 
TELETYPE 
DATA SET 

I 

Fig. XI- 1. Simplified schematic of experimental computer system. 
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Fig. XI-2. Detail of the "Black Box." 
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and at the proper rate. The data set then sends the character to the computer, while the 
printer types it on paper. 

The data to be input to the computer is produced by the DVM in the form of a printed 
paper tape and BCD-coded voltages, Heretofore the data have been read from the tape and 
typed manually into the keyboard. 
trical form and feeds it directly to the printer and data set. The switch between the key- 
board and printer replaces the main relay by a similar SPDT relay actuated by the black 
box, enabling the black box to act as  an tlautomatic keyboard." Because the black box 
feeds the printer, a written record of the data is obtained at  the same time a s  they a re  
sent to the computer. 

At present, the equipment accepts the data in elec- 

4. The Black Box 

This device is essentially a serializer. The data bits, in the form of positive- or 
zero-voltage levels, a re  presented to it simultaneously. 
a re  4 bits per character: 1-2-4-8-BCD code. 
duration, actuates the SPDT relay, which substitutes for the main relay and hence for 

In the present application there 
This string of 11 pulses, each of 9-msec 

the keyboard. 

into a memory, which is sampled sequentially by a commutator. 
cessary because the DVM presents the information for only a few milliseconds, whereas 
the time required to send the data through the teletype equals the number of characters 
X 0.1 second per character. 

The parallel set  of bits from the DVM is inserted, upon an appropriate command, 
The memory is  nec- 

[Time per character = bits X 9 msec/bit.) 
Figure XI-2 shows how the information is removed serially from the memory and 

sent to the teletype. 
whose arms are  connected to the commuter studs. The memory relays place on the 
studs ftmarkstf and "space" voltages, which a re  seen sequentially by the commutator 
and applied to the "substitute" relay. The last relay is also a latching reed relay; it 
holds each bit ('*mark" or llspacel') until the following stud is sampled. 

mission of numerical information. Thus C-bits 1 and 6-11 are  "dummies" in the mem- 
ory, permantly set  a t  the appropriate voltages. 

The memory consists of 24 SPDT latching (bistable) reed relays, 

As mentioned before, C-bits 2-5 a re  the only ones that change during the trans; 

5. The Commutator 

The commutator a rm is driven by a 60-cpm synchronous electric motor to which it 
is connected by an electric clutch and brake. When the DVM presents the data it issues 
a "print" command pulse, primarily to actuate the DVM printer. 
uses this pulse to: (a) connect the memory to the DVM; and (b) de-energize the brake 
and engage the clutch. 

The present device 

The commutator shaft has a cam which, upon completion of each revolution: 
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(a) disengages the clutch and energizes the brake; and (b) clears the memory. Thus the 
device a s  a whole has a duty cycle of just over one second (the time for revolution of the 
commutator shaft). 

A more detailed description of the construction of this device, and a report on its 
performance under working conditions will appear subsequently. 

D. T. Llewellyn-Jones, E. M. Mattison 

B. DIFFUSION WAVES IN HOLLOW-CATHODE ARC 

Attempts a r e  being made to excite sinusoidal plasma density perturbations at the 
cathode of a hollow-cathode discharge. The resulting diffusion waves will be studied 
and should give data from which the effective diffusion coeffieients, DL and D,,, of the 
highly ionized dense plasma may be determined. 

The theory of diffusion waves was developed by Golubev and successfully used by 
2 him to measure diffusion coefficients in a slightly ionized plasma in a magnetic field. 

The results were in good agreement with classical neutral-dominated ambipolar dif- 
fusion theory. 
to a highly ionized (>30%), dense (n>l O1 

occur. 
DI and D,,, and the diffusion equation is solved in cylindrical coordinates with the 
requirement of sinusoidal time dependence and complex exponential axial (x) depend- 
ence. The resulting separated-variables equation for the transverse coordinate function 
R(gL) is a Helmholtz equation. A discrete infinity of R solutions, or transverse modes, 
exists, each having a different z-dependence through the separation constant. For a 

cylinder, the R functions a re  the Bessel functions forced to zero at the plasma bound- 
ary and multiplied by an azimthal function of the form eim'. The unique solution (mode 
amplitudes) is fixed by superimposing modes to match the boundary conditions at  the 
ends of the cylinder. Golubev had a plasma source at  one end, and his tube was long 
enough to approximate a semi-infinite cylinder so that the boundary condition at  the 
other end w a s  essentially "no reflected waves." The dependence of each mode is 

1 

The present work is directed toward applying this diagnostic technique 

The plasma is assumed to be characterized by the two ambipolar coefficients, 
plasma, in which enhanced diffusion may 

* w t- yz} n.(r,+, z, t )  = A.R.(r ,  +) Re{eJ 
J J J  1 ( D ~ ~ L ;  i u ) l h  2 

where y. E 2 ; A. is mode amplitude; p. is the separation constant deter- 
J J J 

mined for the mode. The real part 

of y is the axial decay rate, and the imaginary part of y is the wave number for spatial 
oscillation in the axial direction. Since we do not expect growing diffusion solu- 
tions, ~e sign of the real  part of y must always be chosen to give decay in the 
geometry that is being used. 

For example, p is (2.4/R) for the first  Jo mode. 
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Since the decay rate increases with p the mode with smallest p will dominate the 
j’ 

solution for large z, regardless of the form of the excitation at z = 0. 
experiments this was true at points more than two diameters from the source. 
high-frequency limit, w >> DlP. , we have 

In the Golubev 
In the 

2 
J 

The decay rate and wave number a r e  equal and do not depend on DL or p 
the same for all modes. This is the familiar result for one-dimensional diffusion waves, 
and quite naturally may also be viewed as the limit of small D l ,  where axial motion 
predominates. 

and thus a r e  
j ’  

2 
J 

For w << Dip., we have 

E Yj = Bj J-. I 
D I I  

The wave number is zero and pure decay results. 
varying static diffusion solution. 
decay lengths in the two limits can yield the values of D l  and D,,. 
tage of this method is that amplitude decay, rather than phase shift, is measured, since 
the latter is usually more difficult to measure accurately. 

Since‘ the cathode is believed to be a major source of plasma in the HCD, the device 
should be good for diffusion-wave studies, provided a suitable method can be found to 
modulate the plasma production rate at the cathode, This is being attempted at  present. 

The present geometry is a cylinder with L/D 
The dia- 

The solution is essentially a slowly 
Under suitable conditions , the measurements of the 

An important advan- 

Several problems inherent in the HCD device will complicate the diffusion wave 
theory needed to go with this experiment. 
less than four; the length being limited by available magnetic field structure. 
meter could be decreased, but this would introduce other problems, such as  pressure 
gradients casued by discharge pumping, and a column too thin for existing microwave 
diagnostics. 
the diffusion coefficients depend on plasma density and therefore on position. 
gradients and diffusion are  also present. 
the cathode, although the bulk of electrons is contained in a Maxwellian distribution. 

diffusion coefficients in a highly ionized magnetically confined plasma in which 
enhanced or anomalous diffusion may exist. 

Also, the plasma itself is a complicating factor. Since it is highly ionized, 
Thermal 

There is a beam of streaming electrons from 

This work wi l l  continue with the goal of obtaining accurate measurement of effective 

D. L. Flannery 
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C. SPATIALLY RESOLVED MEASUREMENTS 

1 .  Introduction 

(XI. PLASMA PHYSICS) 

OF EMISSION LINE PROFILES 

This report presents calculations of the performance of the optical system to be 
used in measurements of spectral-line profiles emitted by the hollow-cathode a rc  dis- 
charge. The computations 
presented here were performed to investigate the application of the optical system to 
spatially resolved measurements of line profiles. 

A Fabry-Perot etalon is to be used in the measurements. 

An interferometer was  chosen for this work because it provides high wavelength 
resolution, compact size, and relatively large aperture. The initial measurements 
will be performed with the use of a helium plasma, because of the large Doppler breadth 
of helium emission lines. 
small concentrations of helium have been added. 

Further experiments a re  planned with other gases to which 

The optical system that wil l  be used in the experiment consists of two lenses, the 
interferometer, and a pinhole. 
passes through the Fabry-Perot, and is focussed by the second lens on a pinhole. 
light passing through the pinhole is detected by a photomultiplier. 

Light from the plasma is collected by the first lens, 
The 

This report presents a calculation of the fraction of light from a point source trans- 
mitted by the optical system as a function of the position of the source. 
the computation is used to determine the performance of the optical system in spatially 
resolved measurements on nonuniform plasmas. For simplicity, the effects of the 
Fabry-Perot are assumed to be negligible and the calculations are  made fo r  a system 
of two lenses and a pinhole. 

The result of 

2. Computation of the Transmission Function 

The computation presented here is that of the transmission function of the optical 
The transmission function gives the fraction of the light system shown in Fig. XI-3. 

P 
A 

LENS 2 ,  FOCAL LENGTH f2 , 
DIAMETER 2R 

z = f  + f  + L  
1 2  z = f  + L  1 z = f ,  

Fig. XI-3. Optical system. 

intensity from an isotropically emitting point source which is transmitted by the optical 
system as  a function of the position of the source. First,  it is shown that rays passing 
through a small disk in the focal plane of Lens 1 are  transmitted without loss. Then 
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this information is used to derive an expression for the transmission function. 
an approximate expression for the transmission function is obtained which is valid for 
typical geometrical conditions. 

Finally, 

a. Full-Transmission Disk 

Rays passing through a small disk in the focal plane of Lens 1 a re  transmitted by 
the optical system without loss. To determine the size of this disk, consider a point 
source in the focal plane of Lens 1 at a distance po from the axis. 
source passing through Lens 1 form a parallel beam in the region between the two lenses. 
The rays are  not parallel to the axis. Their slope can be determined immediately from 

the construction shown in Fig. XI-4. Ray 1, which is parallel to the axis before it 
reaches Lens 1, is refracted by that lens and passes through the focal point of the lens 
at z = 2fl. 

The rays from this 

Ray 2, which passes through the center of Lens 1 without deviation, is 

P 

ENS 2 

\ 
7 

J P I N H O L E  
-t= 

p2 .A. - 

Fig. XI-4. Ray tracing for off-axis point in the focal plane of Lens 1. 

parallel to Ray 1. 
at po are  parallel. 

The light from the source at (0, po) that reaches Lens 2 will  be focussed at a point 
in the focal plane of the lens at z = f l  t f, t L. The p coordinate of the focus can be 
found by considering Ray 3, which passes through the center of Lens 2 without deviation. 
It reaches the plane z = f l  t f2  t L at p = -p2 = -p 0 f 2 /f 1' 
source at (0, po) is focussed at (fltf2tL, -p2) and is transmitted if (pof2/fl) < r, that is, 

Since these two rays are  parallel, all other rays from the source 

Thus all the light from the 

f l  

% r r  

where r is the pinhole radius at z = f l  t f2 + L. 

through Lens 1 also passes through Lens 2. 

No light goes through if po > (flr/f2). 
Note that in this calculation it is assumed that all light from the source passing 

This is not quite correct because the light 
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beam that reaches the plane of Lens 2 has a cross-section area equal to the area of the 
lens, but i€s center is displaced from the center of the lens. A simple calculation using 
the typical dimensions given in Sec. 2c shows that the loss at Lens 2 is as small as 
5 per cent. It is reasonable to neglect this small loss at Lens 2. 

b. General Expression for the Transmission Function 

Rays passing through a disk of radius po = (flr/f2) are  transmitted by the optical 
system without loss. Rays that do not pass through this disk a re  not transmitted. The 
fraction of the light from a point source emitting isotropically in all directions and 
located at an arbitrary position to the left of Lens 1 which is transmitted by the optical 
system is equal to the fraction of the light that apparently could have come from a source 
in the full-transmission disk. 
containing all rays passing through the point source which also pass through both the 
full-transmission disk and Lens 1. 

There is a different expression for the transmission function in  each of the three 

This fraction is given by S2/4*, where S2 is the solid angle 

regions shown in Fig. XI-5. The transmission function for a point source in region 
K(K=I, I1,III) is given by 

'k(p, z, 
4* ' T = T k =  

where ( p ,  z )  is the location of the point source. 
passing through the full-transmission disk also pass through Lens 1, so Ql(p,  z) is the 
solid angle subtended by the full-transmission disk at ( p ,  z). For a point source in 
region 11, all rays passing through Lens 1 also pass through the full-transmission disk, 
so n2(p, z) is the solid angle subtended by Lens 1 at ( p ,  z). For a point source in 
region 111, the rays that are  transmitted a re  limited by both the full-transmission disk. 
and by Lens 1, so  Q3(p,  z) is the solid angle defined in Fig. XI-5. 

For a point source in region I, a11 rays 

A good approximation for the solid angles Q1 and Q2 is easily computed by using 

where Bk is the interior half-angle of the cone of solid angle Qk: 
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I 

' 0  I 
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POSITION 'OF 
LENS 1 

Fig. XI-5. Regions of applicability of three exact expressions for 
transmission function. 

The expression for Q1 is a good approximation throughout region I ,  provided 
2 2  2 R << f l ,  and Q2 is a good approximation throughout region 11, provided p 2  << f l .  

This condition for Q2 is fulfilled, 
the lenses. 

0 
as long as the pinhole is small compared with 

The solid angle Q3 has a minimum value of zero at the outer edge of region I11 and a 
maximum value of 

n = 2 a  1 1 3 

at the point on the z-axis which forms the common boundary of regions I, 11, 
and III. 
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c. Approximate Expression for the Transmission Function 

An approximation to the transmission function will now be obtained which is valid 
for typical geometrical conditions. 
the Fabry-Perot measurement of the profiles of lines emitted by the hollow-cathode arc  
discharge a re  f l  = 10 cm, f2  = 20 cm, R = 2.5 cm, L = 50 cm, r = 1.225 X 10 

For these dimensions, Ql and Q2 vary only slightly with p for fixed z. 
seen by considering, for example a point (p, z) in region I. The solid angle Q1 is 
approximately the area of the full-transmission disk divided by the square of the 
distance from the point (p, z )  to the disk, or 

The dimensions of the optical system to be used in 

-2 cm. 
This can be 

mP: 
Q1 = - 

p2  t z2 

For the dimensions given above p < (1/4)z in region I and a s  p goes from zero to (1/4)z, 
Q1 changes by only 6 per cent. 
is made in approximating %( p , z )  (k= 1, 2) by %( 0, z) because the maximum variation in 
p is much less  than the distance from ( p ,  z) to the disk that defines Qk. Thus the first 
approximation that we make is that all points on any cross-section disk in regions I or 
I1 have the same transmission function, Tk(O, z). 

For the dimensions given above it is also a reasonable approximation to neglect the 
contribution of the light from region 111. The volume of region I11 is only =O. 3 per cent 
of the vplume of region I, and the transmission function for points in region 111 is less 
than the transmission function for points in region I. If the radiation source were very 
inhomogeneous, it might not be valid to neglect radiation from region 111. 
if the emitted intensity changes by a factor of 100 over a distance comparable to a typical 
dimension, po, of region 111, this approximation would be invalid. 

2 2  
>> po 

and the expression for Q1 can be expanded, with terms of the order of (P , /z)~  and 
higher neglected. The resulting approximate expression for the transmission func- 
tion is 

A similar calculation applies to Q2. Such a small e r ror  

For example, 

In region I,  z 2 pofl/(Rtpo) = 4p0 for the dimensions given above, so that z 

2 Thus in region I the transmission function decreases as l/z . 
cm << 1 cm, 

and also (R2/ff) = 1/16 << 1. The expression for Q2 can be expanded, with z/fl and 
(R/f1)4 and smaller terms relative to one neglected. The approximate expression for 
the transmission function that is obtained is 

In region I1 z < pfl / (Rtpo)  = 4p0 = 5 X cm, so that z/fl' 5 X 
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Thus in region 11 the transmission function is independent of z. 

transmission function for p = 0 in regions I and 11 as a function of z for the chosen 
typical conditions. 

Figure XI-6 shows the 
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Fig. XI-6. Approximate transmission function vs  distance of point source 
from focal point of Lens 1. 

A s  a final approximation, po is neglected in comparison with R in the expressions 
giving the boundary between regions I and 11. 
which the optical system accepts light is symmetric with respect to the plane z = 0. The 
transmission function can be written 

In this approximation the volume from 

f 2  
T(z) = T2(z) = r 1  
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Note that the transmission function for a point in region I depends on the size of the 
pinhole, while the transmission function for a point in region I1 depends upon the size 
of the lenses. The transmission function for a point source anywhere in region 11 is the 
same a s  the transmission function for a point at the origin (that is, at the focal point 
of Lens 1). 

area, at the plane of the pinhole, of a pencil of rays from a point source in region I1 
is smaller than the pinhole. The size of region I1 is determined by the radius 
of the pinhole. Hence the total light intensity transmitted by the optics from 
region I1 in an extended source decreases with decreasing pinhole size, as is 
shown below. 

T2(z) is independent of the size of the pinhole because the cross-section 

T1(z) does not depend on the size of the lenses because the pinhole only transmits 
rays from a source in region I which pass through the full-transmission disk. 

3. Application to Plasma Measurements 

The approximate expression for the transmission function obtained above will  be 

The contributions of regions I and I1 of Fig. XI-5 to the 
used here to determine the performance of the optical system of Fig. XI-3 in optical 
measurements on plasmas. 
intensity of light through the pinhole are  computed for a uniform slab of plasma. 
a cylindrical plasma in which the light flux from a unit volume varies parabolically with 
radius, it is shown that the Abel inversion can be used to determine the spatial distri- 
bution of light emission. For a cylindrical plasma in which the emitted intensity 
per unit volume is a general function, a numerical method must be used. To 
obtain the spatial distribution of a line profile, the power (light flux) emitted by 
auni t  volume must be determined as a function of position at several wavelengths 
within the line breadth. 

For 

a. Uniform Plasma Slab 

A computation of the contributions of regions I and I1 to the intensity of the light 
passing through the pinhole for a.uniform slab of plasma wil l  now be presented. 
slab has thickness 2a and is centered at z = 0, that is, at the focal point of Lens 1. 

power radiated by unit volume of the slab is taken to be unity. 
pinhole is given by 

The 
The 

The power through the 

where A(z) is the area perpendicular to the z-axis of an elemental volume Adz, and V 
is the volume common to the plasma and the region from which light is accepted by the 
optical system. Using the approximations of Sec. 2c, the power of the light from 
region I transmitted by the pinhole is 
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P .  

1 terms of the order of - - a Rf2 In evaluating the integral, have been neglected as com- 

pared with a, which is less  than 1 per cent e r ro r  for a > 0.25 cm. 
light from region I1 transmitted by the pinhole is I2 = T2V2, where V2 is the volume of 
region 11. Hence 

The power of the 

The ratio of the power from the small region 11 near the origin to the power from the 
rest  of the plasma is 

2 
_ -  I2 1 1 - --- 
I1 3 f2RA - E a '  

Thus (12/11) < 370 for a > 0. 25 cm. Most of the light comes from the plasma in region I, 
despite the fact that the transmission coefficient is much smaller for a point in region I 
than for a point in region 11. This is so because the volume of region I is much greater 
than that of region 11. The ratio of the volumes (Vl/V2) > 10 3 for a > 0. 25 em. 

b. Cylindrical Plasma - Parabolic Distribution of Emission Intensity 

A cylindrical plasma in which the power radiated per unit volume fal ls  off paraboli- 

The axis of the plasma lies along the y-axis of the rectangular 
The axis of the optical system is parallel 

Light is collected from the 

cally with increasing distance from the axis will  be considered here. 
shown in Fig. XI-7. 
coordinate system. 
to the z axis with the focal point of Lens 1 at (xs, 0,O). 
shaded region of the plasma. 

The geometry is 

The plasma radius is b. 

The power emitted by a unit volume of plasma is 

2 2 2  where r = x i- z . 
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If E ( r )  does not drop off too rapidly with r, that is, for sufficiently large b, several 
These 

For  this 
simplifications can be made which permit the Abel integral inversion to be used. 
approximations are  valid to better than 1 per cent accuracy when b > 0.25 cm. 
condition, the contribution to the total intensity transmitted by the optical system from 
region I1 can be neglected for the typical dimensions used in Sec. 2c, even when the 
optical axis passes through the center of the plasma. Also, the emission per unit vol- 
ume from all points on the disk shown in Fig. XI-7 can be taken to be E(F), where 

F=d- This means that the intensity emitted at any point on this disk is the 
same a s  the intensity emitted on the optical axis. 
optical system is 

Thus the power transmitted by the 

" ' .") A(z) T(z) dz, I(xs) = 2 Jozm E (y-) A(z) T(z) dz = 2 
( 1  - b2 

where zm = /-. This approximation for the upper limit of integration is the 
same as the standard approximation made when using the Abel inversion. It can be 
seen by referring to Fig. XI-7 that this assumption approximates the curved surface 

X 

Y 

Fig. XI-7. Geometry for cylindrical plasma. 

of the cylinder by a number of disk-shaped plane elements parallel to the x-y plane 
whose centers are  at the intersection of the optical axis and the surface of the cylinder, 
This is a valid approximation because the cone of acceptance of the optical system is 
slender (the tangent of its interior half-angle is approximately 1/4). Moreover, the 
region of the volume of acceptance which is influenced by the approximation is the region 

1 
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in which the emission intensity is small. 
extends region I up to the x-y plane, an approximation that in part offsets neglecting 
light from region 11. 

Writing the lower limit of the integral as zero 

The integral for I(xs) can be written in terms of r as 

- - -  
E ( r )  r d r  

S 

2 2  by using the relation r2 = z t xs. The power radiated per unit volume E(F) can be found 
by means of the Abel inversion. It is 

displays the influence of the particular optical system considered 

in these calculations. 
the space distribution of light emission, the cross section of the acceptance volume of 

In most experiments in which the Abel inversion is used to obtain 

2 (f27- - 1  the optics is independent of z, and the factor ~r is simply y t i m e s  the reciprocal 
P 

of the slit-area connected with the experiment. 

c. Cylindrical Plasma - General Distribution of Emission Intensity 

Here, the case of a cylindrically symmetric plasma in which the power radiated per 
The geometry unit volume is a general function of the radial coordinate is considered. 

is the same as that above and is shown in Fig. XI-7. 
mitted by the optical system is 

For this case, the power trans- 

where V is the volume common to the acceptance region of the optical system and the 
plasma. This equation can be rewritten 
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where 

The first integral in the expression for I(xs) is the contribution from region II, and the 
second integral is the contribution from region I. 
under the assumption that the emission from the regions of the plasma near the surface 
may be calculated by approximating the plasma volume elements in this region by disk- 
shaped plane elements parallel to the x-y plane, a s  in the preceding section. Therefore, 

if the plasma is b, zm - - Jb-. 

The expression for h(z, xs) is derived 

In this case it is possible to determine E ( r )  by assuming that it is given by a power 
( 2  2 7  series, ~ ( r )  = Z en x t z  , and substituting this in the integrals above. This sub- 

n= 0 __  
stitution yields a set  of linear equations, of which the left-hand sides are  the measured 
values of I(xs), and the right-hand sides are linear summations containing the coefficients 
c These coefficients are  determined by solving this set  of equations with the aid of a 
computer. 

These calculations wil l  be applied to measurements that are  to be made on a DC 

n' 

hollow -cathode arc. 
J. D. Silk, J. C. Ingraham 

D. MICROWAVE SCATTERING FROM AN ELECTRON-BEAM PRODUCED PLASMA 

Observations have been made of the scattering of microwaves from electron density 
fluctuations in a plasma produced by an electron beam. 
is not yet clear, but the most likely possibility is that they a re  longitudinal plasma waves 
excited by the beam. 

The theory of density fluctuations in plasmas and the scattering of electromagnetic 
radiation from these fluctuations has been analyzed by Fejer,' Ichimaru,' and Salpeter. 
The frequency of the scattered radiation is shifted from the incident frequency by rtf, 
where f is the frequency of the density fluctuation responsible for the scattering. The 
amplitude of the scattered radiation is approximately proportional to the potential energy 
of the density fluctuation. Scattering of electromagnetic waves from plasmas provides 
a method for investigating the spectrum of density fluctuations, and scattering experi- 
ments have been carried out to investigate both thermal fluctuations4 and large - 
amplitude fluctuations associated with unstable plasma waves. 

In our experiment radiation at an X-band frequency w a s  incident on the plasma from 
a waveguide, and a separate waveguide picked up the radiation that was scattered by the 
plasma. 

The nature of the fluctuations 

3 

5 

The scattered radiation was  shifted in frequency from the incident radiation 
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by the frequency of the density fluctuations which were observed independently by means 
of probes inserted into the plasma. 

The experimental tube is illustrated in Fig. XI-8. The electron gun, located at one 

end of the tube, f ires an electron beam into argon gas and ionized it. The axis of the 

FLOW SYSTEM GAS INPUT 

COLLECTOR 
ASSEMBLY 

LANGMU IR 
5" PROBE -1 r R - F  PROBE 

I B l  
I 

ELECTRON 
GUN 

P- SYSTEM 

Fig. XI-8. Experimental tube. 

tube is aligned along a uniform magnetic field, but the electron gun is shielded from the 
field, so that the beam electrons acquire transverse energy a s  they enter the magnetic 
field. There are  two probes, a guard-ring Langmuir probe and an R F  probe, which can 
be moved radially into the plasma by means of bellows. The R F  probe is a coaxial cable 
enclosed completely in  glass so that it draws no DC current from the plasma. At the 
far end of the tube is a collector assembly which consists of a flatcircular plate with 
two grids in front of it. The grids could be biased to determine the axial velocity of the 
electron beam, but, for this experiment, the entire assembly was grounded as was the 
anode of the gun so that no axial electric field existed in the main section of the tube. Two 
pieces of X-band wave guide are  mounted with their axes perpendicular to the axis 
of the tube as shown in Fig. XI-9. A block diagram of the experimental apparatus is 
shown in Fig. XI-10. 

analyzer, and signals from each of them exhibited maxima at roughly the same 
Boththe R F  probe and the Langmuir probe could be connected to a spectrum 
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ATTENUATOR ISOLATOR MATCHING 
DEVICE - KLYSTRON 

TO X-BAND 
RADIOMETER 

- WAVEMETER - 

E 

Fig. XI-9. Scattering geometry. 

frequencies. A peak was observed whose frequency could be varied from approxi- 
mately 200 Mc to 400 Mc by varying the gas pressure, magnetic field, and beam voltage 
and current. The frequency of the peak increased whenever the value of any of 
these parameters was increased, the others being held constant. The magnetic 
field w a s  of the order of 250 Gauss, so the cyclotron frequency was approximately 
700 Mc. Since the observed peak was well below this value, it could not be 

POWER 
METER 

DIRECTIONAL ISOLATOR FERRITE 

X-BAND RADIOMETER 
(TUNED TO 9500 Mc)  

Fig. XI- 10. Diagram of the experimental apparatus. 
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interpreted a s  cyclotron radiation, nor could it be associated with the resonance at the 
2 upper hybrid frequency, w = 

reasonable values, however, for an assumed plasma frequency. 

plasma whenerer all of the following conditions were satisfied. 

wc t o2 The frequency values 200-400 Mc were 
P *  

The radiometer detected microwave radiation at fo = 9500 Mc coming from the 

1. Microwave radiation at frequency finc was incident on the plasma. 
2. A disturbance at frequency ffluc existed in the plasma, this signal being picked 

The relation fo = finc t ffluc was satisfied. 
up by the R F  probe and displayed on a spectrum analyzer. 

3. 

The frequency of the incident microwave radiation was varied, keeping the power 
constant, and the radiometer output was plotted against Af = fo - fhC. The results 
from two separate data runs are  shown in Fig. XI-11 by the dashed and solid lines. 
Also shown in Fig. XI-11 is the direct display on the spectrum analyzer of the 
fluctuation signal a s  seen by the R F  probe. 

The following comments should be made regarding Fig. XI- 11. 
1. The multiple peaks in the spectrum-analyzer display of the signal picked up by 

the R F  probe were found to be instrumental. This fine structure resulted from standing 
waves in the coaxial cable connecting the R F  probe to the spectrum analyzer. Consider- 

able fine structure was also seen in the scattering data with somewhat different experi- 
mental parameters, and an effort wi l l  be made to determine whether this is also 
instrumental o r  i f  it can be related to standing waves in the plasma resulting from the 
finite geometry. 

2. The base line for the scattering peaks falls well below zero. This is an instru- 
mental effect caused by radiation at 9500 Mc in the wings of the incident klystron sig- 
nal leaking through the ferrite switch and being detected by the radiometer. 
was  later corrected by placing a transmission cavity tuned to the incident frequency 
in the line between the klystron and the ferrite switch. 

The scattering data indicated by the dashed line were taken approximately one 
hour after the data indicated by the solid line. The change in amplitude of the 

This effect 

3. 

scattered signal may be associated with a drift in the experimental pressure or  with a 
change in the emission from the electron gun. 

It was observed that the noise signal from the plasma and the scattering effect dis- 
appeared suddenly when the gas pressure exceeded a critical value of =lo -4 mm Hg. 

Although no measurements of electron density and temperature were made for the 
plasma because of the poisoning of the cathode, the Langmuir probe was moved through 
the electron beam to determine its cross section when no gas was present. The beam 
current and voltage were also measured, and the electron density of the beam was cal- 
culated from the relation i = Nb evA. This gave N,, = 1.4 X 10 8 electrons/cm 3 . If the 
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9 3 total electron density (plasma plus beam) were zl. 1 X 10 electrons/cm when argon 
gas at a pressure of 8.5 X 

330 Mc/sec, equal to the frequency of the observed signal. 

the disturbance in the plasma from which the scattering occurred can only be specula- 
tive. 
from electron density fluctuations associated with a longitudinal plasma wave, which 
was unstable because of a coupling with the electron beam, the instability becoming 
quenched when damping caused by electron neutral collisions became too high. 

mm Hg was present, the plasma frequency would be 

Since quantitative measurements were not made, comments regarding the nature of 

The observations above suggest, however, the possibility that the scattering was 

R. L. Kronquist 
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E. BUBBLE WINDOWS FOR FAR INFRARED RADIATION 

Plasma tubes used in far infrared experiments (0.1 mm < A < 1.0 mm) are usually 
equipped with crystal quartz windows, because of the high transmission of crystal quartz 
in this spectral region. 
lengths, this advantage of crystal quartz usually outweighs such a disadvantage as not 
being able to fuse the windows onto the plasma tube envelope. 
mounted with rubber O-ring type assemblies.) Fused quartz does not have this disadvan- 
tage, but its transmission is significantly lower than that of crystal quartz. Another con- 
sideration is important, however, in comparing these two materials. It has been shown 
by Filippov and Yaroslavskii' that the transmission of crystal quartz changes with 
temperature, whereas that of fused quartz does not. For example, at 150-p wavelength, 
the transmission of a plate of crystal quartz, 2 mm thick, changes from -75 to -7170 
for a temperature change from 300°K to 350°K. This represents more than a 5% 
decrease in transmission. The transmission of an equally thick plate of fused quartz 
remains constant at -257' for the same temperature change. 
ence of crystal-quartz transmission may be a significant disadvantage in some exper- 
iments. For example, in an emission or propagation experiment in which 
the plasma heats the windows and the far infrared power level measured with the plasma 
on is compared with the level measured with the plasma off. 

Since radiant energy is at a premium at far infrared wave- 

(They are usually 

1 

The temperature depend- 

Of course, changes in 
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window transmission become increasingly important, the more passes the radiation 
makes through the windows. 

In experiments in which the temperature dependence of crystal-quartz transmission 
is important, fused-quartz windows should be used in spite of their lower transmission. 
To overcome the disadvantage of the lower transmission, the windows must be as thin 
as possible; however, relatively large windows are usually necessary, since energy 
considerations usually require far infrared beams of large area. Thus a large, 
thin window must form part of the wall of the evacuated plasma chamber. Such a 
window, if it is flat, would collapse under atmospheric pressure unless supported 
internally, possibly by a metallic grid of some kind. 
quartz bubble blown inward (convex toward the low-pressure region), so that it is 
always under tension when subjected to the large pressure differential. If properly 
constructed, such a window can be self-supporting and extremely thin (a few thousandths 
of an inch thick), and may have far infrared transmission coefficients comparable to 
or larger than those of typical crystal-quartz windows. Such a bubble window is sim- 
ilar  to those sometimes used on nuclear counters. 

An alternative is a thin-walled 

QPR No. 82 
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Figure XI-12 shows a bubble window that has been c o n ~ t r u c t e d . ~  The diameter of 
the bubble opening is 5.8 cm. The bubble is approximately 0.0045 inch thick in the 
region that would be traversed by a 5-cm diameter beam (the beam size for which the 
bubble was constructed), varying from -0.00425 inch in a few regions near the center 
to -0.006 inch in some regions, particularly near its periphery. The ability of this 
window to withstand atmospheric pressure when evacuated has been tested and verified. 

The imperfections visible in the photograph are, for the most part, on the quartz 
wall surrounding the bubble rather than on the bubble itself. On the bubble, however, 
there are "draw lines" characteristic of drawn quartz and some small but visible 
bubbles and inclusions. 
be of little consequence in most plasma emission or absorption experiments. 

(v H 1/x) v = 3 cm ( A = = .  33 mm) to v = 55 cm-l ( A =  182 p) by using a far infrared 
Michelson i n t e r f e r ~ m e t e r . ~  Some results of these measurements a re  shown in 
Fig. XI-13, in which the three curves correspond to three different positions of the win- 
dow in the interferometer. The rapid fluctuations are  due to such effects as instru- 
mental noise and are  unrelated to window properties. Each of the curves represents 
the ratio of two spectra, one obtained with the window in the optical path of the instru- 
ment (numerator), the other with the window removed (denominator). In all cases an 
aperture of 4-cm diameter was kept fixed, close to the window location, in order 
to define a beam and to eliminate any effects that the outer edges or  walls of the window 
might have on the transmitted radiation. Curves a and b correspond to a window 
location between the beam splitter and detector of the interferometer (the window was 
=13 inches from the detector). Curve a corresponds to the beam 'coming out' through 
the window, (left to right in Fig. XI-12), and curve b corresponds to the beam 'going 
in' through the window (right to left in Fig. XI-12). A s  might be expected, there is no 
apparent difference between these two transmission curves. Curve c corresponds to 
a window position between the mercury arc  source of the interferometer and the beam 
splitter with the beam 'coming out' of the window, as for curve a. In all cases the 
transmission varies between approximately 70% and 90%. 

All  three curves show the channel spectrum produced by interference of internally 
reflected radiation. The spacing of maxima and minima agree reasonably well with what 
would be expected for a quartz slab, 0.0045 inch thick, with a refractive index of 1. 95. 

This refractive index agrees quite well with the measured value for fused  quart^.^ It 
was found that for thicker windows (-0. 010 inch) of similar over-all dimensions the 
channel spectrum tends to disappear, with the transmission remaining fairly flat at 
-80%. This value is approximately the same as the average value of the transmission 
curves (Fig. XI-13) of the thinner window; this suggests that transmission losses a re  
due primarily to reflection rather than absorption. 

The image distortions produced by these imperfections should 

The far infrared transmission of this window has been measured from wave number 
-1 
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A window of this type might be expected to act as a negative meniscus lens, a 
diverging lens (thinner at the center than at the edges) with the centers of curvature of 
both surfaces located on the same side of the lens. 
effect," should appear a s  a decrease in transmission when the window is moved farther 
from the detector. Curve c shows the transmission of the window when it is located 
almost three times farther from the detector than for curves a and b. No lens effect 
is apparent in these measurements. A lens effect is not observed because the window, 
although it has significant curvature, is extremely thin and its thickness is reasonably 
uniform over the region traversed by the beam. 

The effect of the window in phase-shift measurements (e. g. , window in one a rm of 
the interferometer) has not been checked. Any such effect is of no consequence for the 
present intended application of the window, which involves only its power -transmission 

Any beam divergence, or "lens 

properties. 
The effect of the window on an arbitrary ray is not very different from that of a flat 

slab of the same thickness, since the surface normal at the point of incidence on one 
surface is almost parallel to the normal at the point of emergence from the other sur-  
face. Consequently, the effect of the window is to shift the ray laterally because of its 
finite thickness, and to give the emerging ray only a slight angular displacement with 
respect to the incident ray. Clearly, both of these effects a re  small; however, since 
the angular displacement, unlike the lateral displacement, causes a point along the ray 
to deviate from its original position (i. e. , with no window present) increasingly as the 

A 

Fig. XI- 14. Geometrical construction for calculating ray divergence. 
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distance from the window increases, an estimate of the magnitude of this effect would 
be valuable. 

In Fig. XI-14 ABCD is an arbitrary ray, and the shaded region represents the window. 
Its thickness, d, is small compared with the radii of curvature (rl,r2; r l  < r2) of its 
surfaces, which are  assumed to be spherical and concentric. and a re  the 
(external) angles of incidence and emergence, respectively; +, and 9, are  the (internal) 
angles of refraction and incidence at surfaces 2 and 1, respectively. It can be shown 
quite easily that the angle bo between the outgoing ray (CD) and the incident ray (AB) is 
given by 

(1) 
d fi0 = -(tan e2 -tan +l). 

'1 

For a ray traveling in the reverse direction (DCBA) the angular deviation measured with 
respect to surface normal CO is 

6i = -- (tanel -tan+1). 
'2 

6 is always positive, and bi is always negative, thereby 
0 

Since in both cases e l ,  
indicating that for a ray incident on the outer surface (ao) the emerging ray deviates 
away from the direction of the surface normal, and for a ray incident on the inner sur-  
face (hi) the ray deviates toward the direction of the surface normal. The magnitudes 
of the angular deviation a re  approximately equal in both cases. 
example, that a bundle of rays initially parallel to the window axis would diverge if 
incident on the window from either side, as  expected.6 From Eq. 1, we find that for a 
window refractive index of 1.95, d = 0.005 inch, rl  = 1 inch, and €12 = 60°, we get bo = 
6. 2 mrad; this implies that a parallel beam initially of 5-cm diameter wil l  diverge to a 
diameter of only -6. 24 cm at a distance of one meter beyond the window. 

where the incoming light rays have large angles of incidence. 
reflectance for a dielectric material with a refractive index of 1. 95 a s  a function of angle 
of incidence. 
formulas for an air-dielectric interface. 
polarized perpendicular to and parallel to the plane of incidence, respectively. 6 is their 
average value, which is characteristic of unpolarized light. 
polarized beam that is uniform both in intensity and polarization over an annulus on the 
window given by a fixed value of 0. In this case, F represents the average reflectance of 
the annulus. 

> +1, 2, 

This means, for 

Reflection losses from the curved window become significant only near its periphery 
Figure XI-15 shows the 

These reflectances were calculated by means of the Fresnel reflection 
pl and p,, are the reflectances for radiation 

is also characteristic of a 

Figure XI-15 also gives the internal reflection loss at the second dielectric-air inter- 
face of 0 is identified with the angle of refraction at that surface (i. e. , the angle between 
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Fig. XI- 15. Calculated reflectance of the fused-quartz surface. 

the outgoing ray and surface normal). Because the window is very thin, this angle is 
approximately equal to the angle of incidence at the first boundary; this indicates that 
the percentage power loss by reflection is approximately the same at both boundaries. 

nificant until 0 >  60° (at 0~ bo%, ? 
5 cm diameter beam of parallel light have angles of incidence 0 C 

with the reflection effects of the window it should be noted that the curvature of the win- 
dow causes most of the reflected radiation to be directed out of the beam rather than 
back into the beam. 

The reflection loss remains fairly constant at small angles and does not become sig- 
15%). For the window shown in Fig.X-12 all rays in a 

60 O .  In connect ion 

This can be a definite advantage in some experimental situations. 
The transmission measurements discussed in this report were made with the gen- 

erous assistance of D. T. Llewellp-Jones, both in the operation of his interferometer 
and in the processing of the data. 

G. L. Rogoff 
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5. R. Geick, Z. Physik, 161, 116 (1961). 

6. 
- 

Although the sign of 6 is different for the two directions of propagation of a given 
ray, the position of the surface normal to which 6 is referred changes from, say, 
above the emergent ray for one direction of propagation to below the emergent ray 
for the other direction of propagation. 
from the window axis. 

Thus the emergent ray in both cases diverges 

QPR No. 82 121 
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A. LOW-FREQUENCY OSCILLATIONS IN AN ELECTRON-CYCLOTRON 
RESONANCE DISCHARGE 

An experiment has been initiated to study the low-frequency plasma waves that are 
excited in a volume of plasma produced by microwave breakdown at the electron- 
cyclotron frequency. The experiment w i l l  be described and preliminary results quoted. 

The plasma is contained in a cylindrical quartz tube of 1. 3- cm inner diameter which 
is aligned parallel to a DC magnetic field. The tube is also inserted through the center 
of the broad face of a rectangular 1 X 2 in. brass waveguide so that the tube axis is at an 
angle of 5. 7" relative to the waveguide axis. During the experiment the tube is filled 
with helium gas at pressures of 0.005-0.100 Torr and a microwave signal of approxi- 
mately 1 watt power and 6000-Mc frequency is transmitted through the plasma. For 
values of the magnetic field sufficiently close to the electron-cyclotron resonance value 
a plasma is produced in the volume of gas within the waveguide. The resultant electron 
density is estimated to be between l o l o  and lo1' ~ m - ~ ,  and the electron temperature to 
be between 1 and 10 eV. 

The magnetic field is varied manually across the range of values (AB-100 gauss) for 
which a plasma can be produced, and the amplitudes of the microwave power transmitted 
through and reflected from the plasma are monitored on an oscilloscope. For several 
smaller ranges of values of the magnetic field (AB-2 gauss) within the 100-gauss range 
of magnetic-field values, the microwave amplitudes are modulated at definite frequen- 
cies from 30 kc to 1000 kc, thereby indicating the presence of a low-frequency wave in 
the plasma. In some cases more than one modulation frequency is present at the same 
time. In between the magnetic field values at which the microwave signal is modulated 
at well-defined frequencies the modulation is still present but it is not possible to define 
a definite frequency (or frequencies) of oscillation. Figure XII- 1 shows photographs of 
typical amplitude modulations of the transmitted microwave signal as displayed on the 
oscilloscope. 

Figure XII-2 displays typical data taken for a fixed microwave power (1 .22  watts) 

* 
This work w a s  supported by the Joint Services Electronics Programs (U. S. Army, 

U. S. Navy, and U. S. Air Force) under Contract DA 36-039-AMC-O3200(E). 
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and frequency (6025 Mc). Electron-cyclotron resonance is indicated by a vertical line 
at the appropriate magnetic field and the ion-cyclotron frequency is plotted as a lin- 
early increasing function of magnetic field. 

Fig. XII-1. 
(a) 715-kc oscillation for 6025-Mc excitation, 
p = 0.05 Torr,  time-scale 2 psec/division. 
(b) 100-kc signal for 6025-Mc excitation, p = 
0. 01 5 T o r r ,  time-scale 5 psec/division. 
(c) 100-kc and 675-kc signals for 6025-Mc 
excitation, time-scale 10 psec/division. 

The oscillation frequencies occur below the ion- cyclotron frequency. At higher pres- 
sures only the higher frequency oscillations occur. 
recurred most often throughout the experiments. 

The 667-kc and 500-kc frequencies 

Fluctuations in the light emitted from the plasma, as  a function of position along the 
length of the plasma, were observed by using a photomultiplier and fiber optic light 
guide that made it possible to view the plasma light emitted through a longitudinal slit 
cut along the middle of the broad waveguide face. No variation of the light signal ampli- 
tude along the plasma length was  observed which indicated the absence of standing waves 
parallel to the tube axis having wavelengths shorter than twice the tube length. 

Further measurements of the relative phase of light emitted from two different 
points along the tube length o r  from two different points around the tube circumference 
are  planned. Measurements of this kind are  necessary before a meaningful analysis of 
the nature of these waves can be made. Furthermore, it must be determined whether the 
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Fig. XII-2. 
A display of typical data at six dif- 
ferent helium pressures, klystron 
frequency 6025 Mc, and k 1 y s t r o n 
power 1.22 watt. The graphs show 
the frequency of oscillation and the 
magnetic field at which it was ob- 
served. The magnetic field cor- 
r e s p o n d i n g  to electron-cyclotron 
resonance is indicated by a verti- 
cal line, and the frequency corre- 
sponding to ion-cyclotron frequency 
is labeled vB+.  The symbols 
or ff@lV adjacent to data points in- 
dicate t h a t  the f r e q u e n c y  was 
observed o n l y  in the transmitted 
microwave signal or in the reflected 
microwave signal. 
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strong coupling of the microwave ionizing energy to the plasma alters the dispersion 
relation of these waves from what it would be in a similar plasma but with the micro- 
wave power absent. 

We shall now calculate some typical frequencies for plasma waves that could propa- 
gate within the plasma column. 
wave propagating parallel to the magnetic field with 60-cm wavelength (twice the plasma 
length) will  have a 30-kc frequency corresponding roughly to the lowest observed frequen- 
cies. 
angle 9 with respect to the magnetic field has a frequency equal to the ion-cyclotron fre- 
quency reduced by the factor cos 9 ,  and is nearly independent of the wavelength(pr0vided 
the wavelength is less than the circumference of the plasma tube under the present condi- 
tions). This wave would have frequencies within the range of the experimental data. 
Finally, the electrostatic drift wave, driven by the electron density gradient perpendi- 
cular to the magnetic field, has a frequency given by 

If the electron temperature is IO5OK, an ion-acoustic 

1 For  this same plasma the low-frequency ion-cyclotron wave propagating at an 

5 1 2.4 -2 If we take Te = 10 OK, - - = - - h = ZnR, B = 2000 gauss, and R = 0.65 X 10 no a r  R '  
meter, we obtain f = 400 kc, which also falls within the limits of the observed frequencies. 

J. C. Ingraham, A. E. Novenski 
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1. SYSTEM C: ION-CYCLOTRON WAVE GENERATION 

We have continued to study generation and propagation of waves in System C near the 
Since the last report, we have installed a coil in the center of 

the system, midway between anode and col- 
lector (see Fig. XIII-1). The coil consists 

ceramic tubing and supported by stainless- 
steel w i r e s  arranged in such a way as to 
minimize electrostatic coupling. We are now 
investigating ion-cyclotron wave generation 
by the coil and comparing its efficiency of 

wave generation with that by concentric electrodes.' In this report we discuss a theory 

ion-cyclotron frequency. 

COLLECTOR COIL GUN-ANODE ASSEMBLY 

\ of 9 turns of No. 16 wire insulated by 
c5 \ 

0 #ti=- 4 
Fig. XIII- 1. Illustrating coil position. 

of wave generation by the coil and compare it with preliminary experimental results. 

Theoretical Discussion 
PLASMA COLUMN - 

We consider a uniform column of plasma 
of length L and radius a, surrounded by a 
perfectly conducting cylinder of radius c, 

of radius b. (See Fig. XIII-2). We denote 
by z the distance from the coil, and assume 
perfect electric shorts at z = f~ We 

2 
L 

2 and driven by a circular current filament z =  - = = -  - r = O  

Fig. XIII-2. Illustrating the problem. 

assume that the dynamics of the plasma can be accounted for by a local dielectric tensor, 
K(w), of the form 
- - 

* 
This work w a s  supported by the National Science Foundation (Grants GK-57 and 

GK-614). 
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- - - A -  A A  
K = KLK t KXiZ X t K,,iziz. 

The scalars KL, Kx, and K have various forms that depend on the model assumed for 
the plasma. 

H 
For example, if one assumes cold, collisionless plasma one has 

while, for a plasma with ion-electron collisions one has 

where q is the resistivity (assumed to be a scalar). 
accounted for in a phenomenological way by replacing the ion mass in set  (1) by 
mi( 1 t u/jw), where u is the ion-neutral collision frequency for momentum transfer. 
The problem is now simply formulated by Maxwell’s equations 

Ion-neutral collisions may be 

$\ where Ts = NI6(r-b) 6(z) ie accounts for the current in the coil. 
is zero tangential electric field. 
by replacing the geometry of Fig. XIII-2 with a cylinder of infinite extent driven by the 
current source 

The boundary condition 
may be eliminated L The boundary conditions at z = f 

If, then, Eq. 3 (with Ts replaced by 3s) and Eq. 4 are  Fourier-analyzed in the 
z-direction, we obtain the following equation for the transverse component of 
the electric field, ET, 
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2= - 2- = -  1 vTxvTxET-vT - KI,  V, . KT * ET - kOKT ET t ET = 

* (5) 
A 
-i jwpoNI X 6(r-b) X 6 

n=--cb 
- 

Here, VT is the transverse part of V, KT is the transverse part of 8, and ko = w/c. 

of Eq. 5 in terms of the eigenvectors of the equation 
A formal solution to Eq. 5 may be obtained by expanding zT and the right-hand side 

- 2= - - - 1 V T X V T  X E -  V T r  VT KT e - kOKT e t  k2Z= 0. 
II 

To do this we need the eigenvectors of the adjoint equation 

1 VT X VT X E  - K$ VT 3 V, E - k 2 8  O T  - 7 t L2T= 0, (7) 

where the symbol ( )' denotes complex-conjugate transpose. The boundary con- 
ditions for Eq. 6 are  tangential F and VT. KT. e equal to zero on the bound- 

ary, while boundary conditions for  Eq. 7 are  tangential Tand VT . E equal to zero 
on the boundary. In terms of the assumed complete set Ei of solutions to Eq. 6 and the 
set C. of solutions to Eq. 7 ,  we may obtain a formal solution to Eq. 5 which, after per- 
forming the inverse Fourier transform in the z-direction, becomes 

- - -  
- 

J 

sin ki(+- I z 1) 
kiL 

2 

L "i *.?I * '9 r=b  i . 1 . 
ET = -jopoNI -* - 2ki 9 

cos - i $: r dr  ci e i 

where the ki are the eigenvalues of Eq. 6 .  
obtaining the eigenvalues and eigenvectors of ( 6 ) .  

mass, which, from the point of view of Eq. 6 removes the term VT 7 VT KT - e. The 
resulting solution involves a discontinuity inET * z, a feature that is inconsistent with 
the assumption that VT 
are  working on other approximate solutions to ( 6 )  which have more validity for the con- 
ditions of our experiment. 

is the possibility of a body resonance slightly below oci, where kiL - n. 
the possibility of efficient coupling of energy to the ions by exciting this resonance. 

Experimental Results 

The problem is then completely solved by 

2 An assumption often made in treating problems of this sort  is that of zero electron 
1 - -  - 

- - 
KT Fis small in comparison with other terms. We 1 

-i vT 

One feature of Eq. 8, which is apparent even without detailed knowledge of Ti and Zi, 
This suggests 

1 - VT X zT near oci has been measured by using 
JW 

The frequency dependence of BZ 
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Fig. XIII-3. 
Amplitude of BZ versus frequency for 
four pressures 100 psec after turn- 
off. The pressures are in the ratio 
1 :1.3:1.7:3.4. 

I 1  I I I I I I I 
2.8 2 9  3 0  3 1  3 2  3.3 3 4  3 5  

FREQUENCY (Mc ) 

' .  

Fig. XIII-4. Amplitude of BZ versus frequency 

for three pressures at turnoff. 
The pressures are  in the ratio 
1:2:3. 

I I I I I I I I I  
2.6 2.8 3.2 3.4 3.6 

FREQUENCY (Mc ) 

a small pickup coil positioned approximately midway between the anode and the driving 
coil against the wall. Two sets of results are shown in Fig. XIII-3 and XIII-4. The 
curves of Fig. XIII-3 were obtained with a low-power beam (3  kV and 7 amps) 100 psec 
after turnoff, and appear to be associated with a resonance of the usual type. The 
curves of Fig. XIII-4 were obtained with a higher power beam and were taken 
immediately after turnoff. We believe that the resonance that develops below wci for 
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increasing pressure (and therefore density) may be associated with the body 
resonance discussed above. 

R. R. Parker 
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2. BEAM-PLASMA DISCHARGE: SYSTEM D 

Introduction 

During the last quarter studies were made of the plasma density and electron tem- 
perature in System D. The results of different methods of density measurements agree 
reasonably well, although further refinements must be made. 
of density made thus far  are  by the methods of fundamental cavity-mode shift, higher 
order cavity-mode shift, 8-mm Fabry-Perot interferometry, and 4-mm interferometry. 
The density range covered by these four approached is 109-1014 cmm3. 
regions of overlap between methods so  that a check for consistency is possible. 

The density measurements require additional data concerning the density profile. 
These data are  not yet available and consequently there is some spread in the results 
of the four methods. In the fundamental mode-shift measurement, uncertainty about 
the exact cavity mode that was used may account for differences between this and the 
other measurements. 

The direct measurements 

There a re  

The 4-mm interferometer is used to measure the density during the electron beam 
pulse (see Sec. XIIS-A. 3). 

a typical average density of 5 X lo1' ~ m ' ~  is found during the beam pulse. A sharp drop 
in density occurs in the first few milliseconds after beam turnoff, and the plasma enters 
a decay period in which the loss rate is determined by electron-neutral scattering. 
During the decay period the density is tracked by the 8-mm interferometer and the 
mode-shift technique. These methods, at present, agree within a factor of 5 but it is 
expected that further refinements will lead to better agreement. 
10l1 ~ m ' ~  at 20 msec after beam turnoff for a hydrogen pressure in the range of 

The plasma consists of a cold-electron component and approximately a 1% 

hot-electron component during this decay period. 

measurements a re  discussed in detail in Section XIII-A. 4. 

ment is that the electrons have an effective temperature of 4-5 electron volts. 

Under the assumption that the plasma is 10 ern in diameter, 

The density is typically 

Torr. 

Electron temperature measurements were made by spectrographic methods. The 
The result of this measure- 

This is 
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presumably indicative of the average energy of the cold electrons in the plasma. The 
measurement was made during the electron beam pulse. The hot-electron component 
has an average energy of the order of 10 keV, and is evidenced by the generation of 
x radiation, diamagnetism, and the long decay time of the plasma. 

graphic technique (see Sec. XnI-A. 4), and checked by Langmuir probe measurements. 
The results are  in qualitative agreement, and temperatures of 5 to 10 eV are  obtained. 
In both Systems C and D, we find consistency between the temperature, density, and 
diamagnetism. 
component. 

The cold-electron temperature in System C has been measured by the same spectro- 

The diamagnetic signals are  almost entirely caused by the hot -electron 

Gas Injection System 

The peak pressure during the gas pulse has been determined for the Asco-valve 
injection apparatus now in use. A steady gas feed was  found to give the same plasma 
diamagnetism during the beam pulse when the pressure in the system was adjusted to 
2-3 X The true hydrogen pressure is 
approximately seven times higher than the measured va1ue.l The boundary between a 
weak discharge and an intense discharge a s  determined by the diamagnetism during the 

mm Hg as  measured by a Veeco gauge. 

PRE! 

z x  IO-^,, ~g 

JRE 

I t 

15 msec 

/ 

Fig. XIII-5. Asco valve pressure transient for adjustment that gives 
the longest plasma density decay. 

beam pulse was  found to be well defined when the steady-flow gas pressure 
was varied. Figure XIII-5 shows the pressure transient for the Asco-valve sys- 
tem. 

Construction has been completed on the Marshall (shock-wave) valve' shown 
in Fig. XIII-6. Preliminary tests with a nude 6AH6 pressure transient sensor 
indicate that the Marshall valve is faster than the Asco valve. The pressure 
transient is shown in Fig. XIII-7. Additional speed will be obtained by removing 
the beam stop shown in Fig. XIII-8. An electric drive is now under construction. 
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Light and Plasma Diamagnetism Measurements 

The light transient for a typical discharge is shown in Fig. XIII-8. The peak 
pressure of the gas pulse for the case shown is 15-5070 above the minimum neces- 
sary for an intense discharge. The delay between the start of the gas injection 
and the firing of the electron beam w a s  adjusted so that the beam fired just 
before the peak of the pressure pulse. The pressure transient is also shown 
in Fig. XIII-8. The final decay rate of the light signal is observed to be 
-20 msec, which is the final decay rate observed for the electron density for 
the pressure transient shown. Since the light output is roughly proportional to 
the product of electron density and pressure, the light transient can be used 
to extrapolate the electron density' back to the end of the beam pulse. The 
resulting density is -10 l 2  cmm3, if the pressure is assumed to be constant. 

0 10 20 30 40 50 60 
TIME (msec) 

Fig. XIII-8. Light and pressure transient. 
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1014 =v lcc  

s X  ~ o ~ ~ ~ v / ~ ~  Fig, XIII-9. Perturbation of plasma 
d i a m a g n e t i s m  by a 
Langmuir probe. 

1 1 1 I I I  

The initial decay time constant of the plasma diamagnetism due to the hot electrons 
is listed in Table XIII- 1. 

Table XIIL- 1, Initial diamagnetic decay time constant 
a s  a function of peak pressure. 

' k/e Peak Pressure 

3 x 15.6 msec 

6 X 10.2 

2 x 4.7 

9 x 1.55 

Langmuir probes used to measure the plasma profile were found to alter the dis- 
The amplitude of the plasma diamagnetism as  a function of the radial position charge. 

of a tungsten ball of 0.040 inch diameter is shown in Fig. XIII-9. 

Plasma Density Measurements 

(i) 8 -mm Interferometer Density Measurement 

Plasma density measurements have been made up to approximately 1OI2 cm-3 with 
The shift of the the Fabry-Perot interferometer arrangement shown in Fig. XIII-10. 

DRIFT TUBE DIRECTIONAL 
COUPLER 

Fig. XIII- 10. Fabry-Perot interferometer. 

XTAL 
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Fig. XIII- 11. Fabry- Perot electron density measurement. 

25.0 

Fig. XIII-12. Density decay as a function of peak pressure. 
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resonant frequency of the cavity formed by the spherical horns is related to the plasma 
density by 

where R is the drift-tube radius R is the plasma radius, f is the resonant frequency 
of the Fabry-Perot cavity (31.225 W c ) ,  ne(r) is the electron density profile, e 
is the electronic charge, me is the electronic mass, the E~ is the dielectric 
constant of free space. Af/f is shown in Fig. XIII-11 for a discharge adjusted 
for long decay (T -20-30 msec). The plasma density shown in Fig. XIII-11 
is found from the mode-shift information by assuming that the plasma density 
is given by 

P 

I/e 

1 0  R 2 r 2 R p  

R ='-?;R. 1 
P 

(ii) UHF density measurement 

UHF mode-shift density measurements have been made in which the cavity was 
excited with E probes in the end of the system. 
the discharge to 2 X l o l o  ~ m ' ~ .  The density decay as a function of pressure is deter- 
mined from the pressure measurement discussed above, and is not the same as that 
assumed p r e v i ~ u s l y . ~  The results of the measurement are  shown in Fig. XIII-12, where 
the density decay is plotted for several pressures. 

The density has been tracked back into 

The authors wish to acknowledge the use of the facilities of the National Magnet Lab- 
oratory for this experiment. 

R. R. Bartsch, W. D. Getty 
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3. ELECTRON DENSITY MEASUREMENTS FOR BEAM PLASMA SYSTEMS WITH 
A 4-mm INTERFEROMETER 

To obtain accurate electron density information with a minimum of discharge per- 
turbation, a 4-mm microwave interferometer was used on Beam-Plasma Discharge Sys - 
tems C and D. Such an interferometer measures the propagation constant of the plasma 
medium which may, under certain conditions, be simply related to the time-variant elec- 
tron density. 

paths - a plasma path and a reference path. The sum and difference signals from the 
balanced mixer are  each square-law-detected by crystals. The difference between the 
two detected signals is a measure of the amplitude and phase of the signal transmitted 
through the plasma. If the interferometer signal frequency is much higher than the 
plasma frequency, the plasma appears transparent, and there is essentially no amplitude 
change caused by attenuation in the plasma path. In the absence of a plasma the variable 
phase shifter in the reference path is adjusted to null the output signal. The output sig- 
nal during the transient discharge is then proportional to the sine of the phase difference 
between the two paths and is therefore a measure of the phase constant of the plasma as  
a function of time. 

Since the microwave horns and lenses focus the microwave radiation into a beam 
whose diameter is approximately 1/3 of the plasma diameter, the cylindrical plasma 
may be considered as  a slab and the problem is reduced to one dimension.' The phase 
constants of the vacuum and plasma are  

The interferometer circuit (shown in Fig. XIII- 13) consists of two microwave signal 

2n Pv =x 

when the microwave electric field is parallel to the static magnetic field, and collision 
frequency v << a. The critical density nc is given by 

2 2  n =meow /e . 
C 

The phase shift that is due to the presence of the plasma is therefore 

or, in terms of Eqs. 1 and 2, 
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which to first order in n(x)/nc is 

A+=- * 1 n(x) dx. 

Hence, the relation between density and phase shift is 

I n C  26 Omca A+ 
2 n(x) dx = - A+ = 

e s * 

(5) 

Since only the integral of the spatially varying electron density is given explicitly, inde- 
pendent knowledge of the density profile is required for quantitative measurements. A 
spatially averaged electron density may be obtained, however, by assuming a rectan- 
gular profile. For such a rectangular profile the integration of Eq. 6 is trivial, and 
gives 

2~ Omcu A+ 
2 e L  

- for n anc.  nav - 

In practical units, this equation can be written 

where A+ is in radians, and L in centimeters. 
width of the profile and is estimated experimentally by using a Langmuir probe. 

The parameter L is the effective 

Results 

Density measurements were made on Beam-Plasma Discharge Systems C and D 
against system parameters such as axial magnetic field, beam voltage, and pres- 
sure. Representative results of these measurements a re  given in Figs. XIII-14 
through XIII-17. 

netic field of the value of nav during the beam pulse. 
integral of the density over the profile, Eq. 6, is nearly independent of the mag- 
netic field; however, Langmuir probe data indicate that the effective width of the 
profile decreases with increasing field, giving rise to the spread in n between 
these curves. 

Figure XIII-14 shows the variation with electron beam voltage and axial mag- 
It was observed that the 

av 
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USING RECTANGULAR PROFILE 
APPROXIMATED FROM LANGMUIR 
PROBE INFORMATION: F 
B=B00 L=6.10cm 
B = 1600 L = 4.82 cm 

B = 2300 L = 4.08 crn 

2300 

*A=-- 
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Fig. XIII-14. Average electron density in System C a s  a function of electron beam 
voltage for three values of midplane magnetic flux density. Hydrogen 
pressure for these curves was approximately 2 X lom4 Torr. 
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Fig. XIII- 15. 
Density d e c a y  in System C for 
various electron -b e a m voltages. 
Hydrogen pressure, 2 X 10 Torr; 
midplane magnetic flux d e n s i t y , 
2300 gauss; assumed plasma width, 
L = 4.08 cm. 
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Fig. XIII-15. Density decay in System D. Assumed plasma 
width, L = 10 cm. 8-mm Fabry-Perot inter- 
ferometer data from Section XIII-A. 2 a re  shown. 

1012 I I I I I I I I I I I I l l 1  
1 o - ~   IO-^ 

PRESSURE ( torr) 

Fig. XIII- 17. Variation of average density during beam pulse a s  
a function of gas pressure for System D. Assumed 
plasma width, L = 10 cm. 
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The density during the beam pulse is nearly constant at low operating pressures, 
but at higher pressures it may fluctuate considerably. The frequency of the fluctuations 
may be measured from the interferometer output signal and is of the order of 10-50 kc. 
The density decays smoothly in the afterglow period that begins at beam turn- 
off. 

The density decay of the plasma was also measured. The sensitivity of the inter- 
ferometer w a s  sufficiently high to allow the density to be measured for 2 msec in the 
afterglow of System C and 20 msec in System D. Figures XIII-15 and XIII-16 show the 
density decay in Systems C and D, respectively. The observed decay rates for both 
Systems C and D are  in agreement with their expected values. For System C, the 
plasma loss rate is determined by the rate of ion effusion out of the system. This rate 
is approximately 2Vi/I, where Ti is the average ion velocity, and I is the length of the 
system. The plasma loss rate is determined by the ions in this case because no mag- 
metic mirrors  were used to reduce plasma end loss, and the plasma potential was there- 
fore positive. 
curves in Fig. XIII-15 exhibit decay times of 350-400 psec. 
contains a hot-electron component with an average energy of the order of 10 keV, and 
is confined by magnetic mirrors. The loss rate is determined by the rate of scattering 
of the hot electrons into the mirror loss cones.' The decay curve of Fig. XIII-16 is 
typical for System D and indicates that the decay time is approximately 5 msec. This 
is in qualitative agreement with other measurements and with calculated values of 
decay time.3 The results of microwave measurements (see Sec. XIII-A. 2) with 
a Fabry-Perot interferometer at 8 mm are  shown in Fig. XIII-16 for compari- 
son with the 4-mm results. A plasma width of 10 cm w a s  assumed for both 
cases. 

The value of 2Fi/l for room temperature ions is 250-300 psec; the 
The plasma in System D 

The variation as a function of pressure of the average density during the beam pulse 
is shown in Fig. XIII-17 for System D. This graph shows the general tendency of the 
plasma density to increase with pressure. 
Fig. XIII-17. 

Relative values of pressure are used in 

D. M. Perozek, W. D. Getty 
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4. SPECTROGRAPHIC MEASUREMENT OF ELECTRON TEMPERATURE IN THE 
BEAM-PLASMA DISCHARGE 

The visible radiation emitted from a hydrogen plasma contains information about 
the average kinetic energy of the electrons. Emitted radiation is of two types; spectral 
lines (the Balmer series) and a continuum produced by recombination and Brems- 
strahlung. The emitted intensities of line and continuum radiation are functions of tem- 
perature and, furthermore, the temperature dependences of the two are  different. 
Griem gives quantum-mechanical calculations that result in the temperature dependence 
of the ratio of the total line intensity and the total continuum intensity in a 100 band 
about the line. This result was used to find the electron temperatures of two plasmas 
from spectroscopic data. The two quantities whose ratio determines the temperature 
are  shown in Fig. XIII-18. 

1 

4 LIGHT INTENSITY 

I WAVELENGTH ,oo A- WAVELENGTH 

Fig. XIII-18. Areas of the line intensity and continuum intensity used 
for calculating the electron temperature. 

The wavelength broadening of a Balmer line observed in the laboratory is due largely 
to distortions caused by the spectrometer. 
from the measured spectrum, f(x), the following integral equation must be solved: 

To obtain the true spectral line shape +(x) 

where a(x) is an "apparatus function.## The apparatus function is the apparent broadened 
spectral profile given to monochromatic light, whose true spectrum is a line of zero 
width, and it is measured experimentally for each entrance slit width to be used. The 
apparatus function was also calculated theoretically. In this work the integral equation 
was solved for +(x) by use of Voigt functions, which are tabulated functions that can be 
fitted to experimental a(x) and f(x) and used to solve easily for +(x). The details of the 

2 calculations are given elsewhere. 
For data taking, the entrance slit of the spectrometer is pointed at a window in the 

plasma, and a lens is used to collimate the light. A photomultiplier tube collects the 
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light leaving the exit slit, and its anode current goes through an RC integrator to an 
oscilloscope. The tube response is in the form of bursts of electrons which can be seen 
individually if the light intensity falling on the tube is low. Each burst corresponds to 
an individual primary photoelectron. 
occurring during the integration time, which is taken to be the beam pulse length. 

The integrating circuit counts the number of pulses 

Table XIII-2. System D. 

Peak pressure = 2 X Torr 

Midplane Magnetic field (gauss) 550 1000 1200 

Electron temperature (ev) 4 . 3  4 . 0  3. 5 

Peak pressure = Torr 

Electron temperature (ev) - 4.0 - 

Table XIII-3. System C. 

Peak pressure = 6 X low5  Torr  

Beam voltage (kv) 6. 5 8 9 

Beam current (amps) 15 22 30 

Electron temperature (ev) 4 4 5 

The measured spectrum f(x) is the variation with wavelength of the output voltage 
of the integrating circuit as the spectrometer is scanned across the line. A 15-p 

entrance slit was used for line measurements and a 1000-p slit was used for the con- 
tinuum, the wide slit being necessary because the intensity was weak. The integral 
equation was  solved for @(x) and the height of the continuum, with the use of experi- 
mental apparatus functions for 15- and 1000-p slits. The areas under the line and a 
100 A band of continuum w e r e  computed, and their ratio was used to find the electron 
temperature. 

Data were taken on Beam-Plasma Discharge Systems C and D under various oper- 
ating conditions. The results are shown in Tables XIII-2 and XIII-3. 

R. D. Reilly, W. D. Getty 
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5. COMPUTER SIMULATION OF THE BEAM-PLASMA DISCHARGE 

1 This quarter we continued modelling the beam-plasma discharge by means of one- 
dimensional charge sheets. This time, however, we required the plasma to remain 
linear, and represented only the 
equivalent dielectric constant 

E(wlk) = 
w(w-iu) 

beam with sheets. The plasma is represented by its 

In the appendix it is shown that the response of the plasma to a sheet of charge q passing 
through it is 

where 

and t l (z)  is the time when the sheet passes the point z (if the velocity of the sheet does 
not reverse). Since the plasma is assumed to This response is shown in Fig. XIII-19. 

Fig. XIII- 19. The electric field produced by a single sheet moving 
through the plasma. (Actual decay is exaggerated.) 

be linear, we can superimpose the responses of the sheets to obtain the response for 
a continuously injected beam. 

The sheets were injected into a previously empty plasma (free of sheets) with 
A Milne numerical a velocity modulation of 2 percent and no density modulation. 

integration routine was used to calculate the sheet trajectories. It is 

(At) 17(At)6 d6x 

dt6 
x(ttAt) = x(t) t x(t-2At) - x(t-3At) t - [5a(t)t2a(t-At)-sa(t-2At)] t 240 4 
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-1 
P 

At all points spaced Ax = voAt apart (in these calculations At = 0.2 w 

and phase of the electric field were derived. It is sufficient to specify the magnitude 
and phase of the electric field at each cell point, since the field attributable to each 
sheet varies consinusoidally in time, and when cosines add they produce another cosine. 
Interpolation of the field at a sheet located between two cell points w a s  done by fitting a 
second-order polynomial to the values at three cell points bracketing the considered 
sheet. The Runge-Kutta integration method, which requires only present values of x(t), 
was used to start the Milne formula, which requires x(t) and its value at three previous 
time steps. The first four time steps were calculated by the Runge-Kutta method. 

integration formula, which is derived for  a continuous force acting between t and t t At, 
would produce e r ro r s  if no corrections were made. On crossing, the force attributable 
to one sheet, q /eo,  is added to a(t), a(t-At), a(t-2At) if the sheet crosses, and sub- 
tracted if it does not. 
This process is justified if it yields the correct acceleration, velocity, and position for 
times greater than the crossing time. For this to be true, x(t), x(t-At), x(t-2At), and 
x(t-3At) must also be modified. In Fig. XIII-20 we show how the corrections are made 
for the crossed sheet. 
for times less  than the crossing time. 
times greater than the crossing time, are  shown as dashed lines; 
crossing sheet presents a constant force to the crossed sheet over time (At),. 

the magnitude 

When sheet crossings occur, there is a discontinuity in the force, and the Milne 

2 

This allows the acceleration to be a continuous function of time. 

The solid lines represent the old functions, which are  correct 
The corrected functions, which are  correct for 

We assume that the 
This is 

I A r T I  I A I  
\hl 

X 

t- 3At t- 2At t- At  t t+ A t  

Fig. XIII-20. Corrections made to the acceleration and position to allow for 
crossings. (Corrections for the crossed sheet are  shown.) 
t -I- (At) is the time of crossing. 1 

I -  I 
I I 2Eo I 

I I 
I 
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a very good approximation if  the sheets have nearly the same velocity. Note that if we 
reduce the acceleration for t < t t (At) 1, we must increase the previous velocities for 
the sheet to have the same velocity at the crossing time. This is reflected in the reduced 
x 's  for t < t t (At),. The time of crossing is estimated by the formula 

X crossed (t) 

where the x(ttAt) a re  calculated under the assumption of no crossing. 

this case t = 300.4 
required to keep the plasma linear (p /p = v /v = 0.035 at peak acceleration). From 
linear theory we would expect an exponential growth rate in space, under the 

A "snapshot" of acceleration and beam sheet velocity is shown in Fig. XIII-21. 
= w2 /ZOO and v = 0. 2 w 

In 
This large value of v w a s  

P' P ' WPb PP 
1P OP 1P 0 

assumption of a steady state, of y , or, for our numbers, a doubling every 
0 

wavelength. 
and beam velocity develop a negative DC value in addition to the exponential growth. 

The excited traveling wave has a phase velocity less than that of the beam. 
Initially, the sheets ride through the troughs and crests of this wave. The 
beam becomes trapped, however, when the beam velocity modulation builds up 
so that the minimum beam velocity approaches the wave phase velocity. A large 
charge bunch forms, although it has a considerable velocity spread. The elec- 
tr ic field is maximumly decelerating at this point, thereby resulting in maximum 
energy transfer to the plasma. 

The sheets near the velocity minimum form a "sub-bunch" that is rather 
tight in velocity, and produces sharp dips in the acceleration for distances con- 
siderably beyond the overtaking point. The sub-bunch eventually breaks up, but 
not until the sheet velocity is less than 20 per cent of the injected velocity. 

field, and many seem to be accelerated into the bunch, and maintain the bunch 
and a wave component near the linear phase velocity for some distance past 
overtaking. 

Eventually the bunches spread out. Unfortunately, the steady state cannot be assumed 
to exist for distances beyond x = 280, as determined by comparison with snapshots taken 
at previous times. The point of diminishing returns has been reached as far as computer 
time goes, since the time to reach the steady state is proportional to the drift times of 
the slowest electrons, which have become quite long. 

This is seen to be correct for small values of x. Both the acceleration 

Those sheets that are between the bunches find themselves in an accelerating 
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Appendix 

Derivation of Response of Plasma to a Moving Charge Sheet (Eq. 2) 

With the beam considered as free charge and the plasma charge included in the 
equivalent dielectric constant of Eq. 1, from Poisson's equations, we have 

where 

Performing a Laplace transform in time and a Fourier transform in space, we have 

so that 

k(w-kv,) ( w - % t  wo) ( ~ - 2 - w ~ )  iv eo 

Here, 
the Bers-Briggs criterion. This pole introduces a delay in time of z/vo. The pole at 
k = 0 is not placed by this criterion, but splitting this pole is found to give physically 
meaningful results. 
Cauchy's theorem. 

is defined by Eq. 3. The pole in the k-plane at w/vo is taken for positive z by 
2 0 

The poles in the w plane at fao t iv/2 are easily evaluated by 
The result, for z > 0, is 

) -tan 

V 
q -2(t-z/vo) 

E(z, t) = -- e 
€0 

V 
q 'Zt 

2E0 
t- e U- 1 (t) , 

and, for z < 0, 
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The terms independent of z arise from the Laplace transform, in which the sheets 
are assumed to appear suddenly to t = 0, These terms are  ignored, which means 
that the model assumes that a nonmoving ion sheet appears at z = 0 with the elec- 
tron sheet. 

time at which the sheet crosses the plane z (a::') - > 0). p(z, t) must be written 

The z/vo term in (A5b) can be generalized to an arbitrary t,(z), where t (z) is the 
1 

This is necessary if ,f dz p(z, t) = q. Hence 

Integrating by parts and noting that 

d exp[ -id ( z ) ]  . dtl -iwtl(z) 
= -la- e 

dz dz , 

we obtain 

-id (z) 
p(w,k) =-t - dz. 

10 

Inserting this into (Al), we obtain finally 

If we take the transform of Eq. 2, we shall find it identical to the first term of (A9). 
The second term yields the spatially invariant response. 

J. A. Davis 
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6 .  THEORY OF PLASMA EXCITATION BY A LINE-CHARGE SOURCE 

W e  are interested in excitation of the beam-plasma discharge (BPD) by a modulated 
beam. * In the last report we considered the following theoretical model: Assume 
a linearized hydrodynamic representation of a fully ionized macroscopically neutral 
electron-ion plasma, with a longitudinal DC magnetic field, BOTz. The unbounded 
plasma is excited by a sinusoidally varying line-charge source oriented parallel to the 
DC magnetic field, p = po6 (x) 6(y) , for exp(jw t) sinusoidal steady- state time dependence. 
The constant po is in units of coulombs per meter. We are interested in quasi-static 
solutions that have azimuthal symmetry and no longitudinal variation. 

form theory. 
densities, potential, and velocities have been given previously. 

3 

The set of equations used to describe the system is solved by using Fourier trans- 
The set of equations and the spatial Fourier transforms of the first-order 

This report presents the exact solutions to the problem outlined above. The expres- 

3 

sions for the first-order ion velocity and density and the first-order electric field follow. 

jpoe w(-w2+wEe) 

P ew(klue-w 2 2  2 tuce) 2 
0 H(,') (k, r) 

kl ' 4mi~o[u~(k~uf-w2tw2.tw2 ci  pi ce pe 

pee w(k$z-w2t w2 ce 
t 

Pi 

- 

n.(r) = 
1 

(3) 
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HI") (k r) + 
kl 

H y) ( k2r) 
2 2  2 2 

j p (k:u: -w2t wEi) (k 2 u e - ~  t wc e 
t 

k2 
ce pe 

2 2 2  2 2 .+a2 t u .  k u -w t w  to 
0 ci  pi) i( 2 e 

where H(2) is the Hankel function of the second kind and of the indicated order and argu- 
ment. 

The expressions for ver and ne are  obtained from Eqs. 1 and 3 by the following 
manipulations: (a) replace the subscript e with i ,  (b) replace the subscript i with e, 
and (c) replace e with -e. The velocity vee is obtained from 

= (-j e) w ver 
vee 

The propagation constants kl and k2 a r e  zeros of the dispersion relation D(kT) = 0, 

that is ,  values of kT for which 

D(kT) = [ (kTui-w 2 2  2 +wci+w2 2 ) (5 2 u 2  e-o 2 t o  2 t w  -w2.w2 ] Pi  ce :e) pi pe 

is equal to zero. The constants kl and k2 are  either positive real or  negative imaginary, 
dependent upon choice of operating frequency w. The frequencies for which kl o r  k2 are  
zero (the cutoff frequencies) satisfy the following equation: 

[ (-. 2 2  t w c i t w  2 )(-w 2 2  twcetw;e)-w2.w2 ] = 0. 
Pi Pi Pe 

We a re  particularly interested in finding the frequencies at which the ion response 
to the line-charge excitation is maximum. Note that the constants kl  and k2 appear in 
the arguments of the Hankel functions, so that at cutoff frequencies the responses a re  
infinite. For  very low densities o r  very high magnetic field the lower of the two cutoff 
frequencies is near the ion cyclotron frequency. For  very high densities i t  becomes 
the lower hybrid frequency. For  plasmas encountered in the BPD systems, however, 
this cutoff frequency is at least an order of magnitude greater than the ion cyclotron 
frequency, in the range 10-100 Mc. The second cutoff frequency is somewhat above the 
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electron plasma frequency, for typical BPD parameters. 

thermal velocities ui and ue. By proper choice of operating frequency, this term can 
cause the responses of the system to approach infinity. If the operating frequency is 
above cutoff, this frequency is greater than the ion plasma frequency. Below cutoff this 
value of o is less than opi. 

It appears from this analysis that large response to the line charge excitation can be 

obtained by choosing the operating frequency close to a cutoff frequency. This theoreti- 
cal model may fail, however, near a cutoff frequency, where the first-order magnetic 
field becomes important. For  this reason, we are in the process of including first-order 
magnetic field in our model. Numerical evaluation of the results given here is also in 
progress. 

Note that the terms with Hankel functions contain bracketed factors involving the 

2 2 

G. D. Bernard 
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"Theory of Plasma Excitation by a Line-Charge 

7. CROSS-FIELD BEAM-PLASMA INTERACTIONS 

This is the first report on a new experiment that has been started in this group. The 
general object of the experiment is to study the properties of an electron beam with 
transverse energy comparable to its longitudinal energy. Properties of this beam will 
be investigated in the presence of varying plasma densities. At present, the basic exper- 

imental apparatus has been completed and the electron gun, which will  be described in 
this report, is operating. Some initial observations of the beam current have been made 
and will be briefly discussed. 

Experimental Apparatus 

The experiment is being carried on in the pumped vacuum system shown in 
Fig. XIII-22. The discharge takes place in a Pyrex cross of 4 inches diameter, to the 
right of the magnetic circuit. 
the cross. Gas can be admitted through the top, and the system is pumped by means 

The gun and the collector a re  in the horizontal arms of 
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of an oil diffusion pump and a forepump. 

hollow cylindrical beam of essentially monoenergetic electrons primarily with only axial 
velocity. This is accomplished by means of a hollow-cathode disk and a Pierce-type 
grid and anode as  shown in Fig. XIII-23. The long and short dashed lines represent an 

As mentioned, the gun is in one of the horizontal arms of the cross. It creates a 

- COLLEC 

MAGNETIC 
COILS 

Fig. XIII-22. The System. 

:TOR 

c 

3/8" 

Fig. XIII-23. The Gun. 

~- F!+?J--+~---Q- - 
n BEAM IN DRIFT REGION GUN BEAM I N  GUN 

MAGNETIC 
CIRCUIT 

Fig. XIII-24. The Beam, 

axis of revolution for  the structures shown. 
of the beam. 

The grid is used to control the perveance 

The beam, which is not intercepted by the anode but passes through it, is injected 
into a magnetic circuit that alters i ts  velocity distribution. The initial experiments will 
be carried out by using a hollow cylindrical beam with drift along and rotation about i ts  
axis (see Fig. XlII-24). The ratio of transverse energy to axial energy of the beam 
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can be controlled by adjusting the field 
in the magnetic circuit. 

Magnetic Circuit 

------- The magnetic circuit is composed of 
a large soft-iron shield which allows the 
magnetic field in the gun region to be 
independent of the field in the drift region 
(see Fig. XIII-25). Ideally, the magnetic IxI 

COILS SOFT IRON 
SHIELD 

Fig. XIII-25. The magnetic circuit. 

drift region through a disk- shaped hole 
magnitudes of the magnetic field on the 

flux lines should be along the axis of 
symmetry except in the magnetic circuit 
where they should be radial. The beam 
is injected from the gun region into the 

in the soft iron shield. For  various relative 
right, BR, and on the left, BLJ many different 

BL I BR 

B L  = BR 

Fig. XIII- 26. Beam configurations. 

beam configurations can be obtained. In Fig. XIII-26 the trajectory of a single electron 
injected into the magnetic-field environment described at the right is traced out. The 

injected electron for all cases has the same total kinetic energy. This kinetic energy 
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must be greater than a minimum value given by 

2 2 2  
q (BL-BR) ro 

8 m  Kinetic energymin = Y 

where q is the charge, m the mass, and ro the radius of the disk-shaped hole in the 
soft iron shield. 
energy. 
make BL and BR equal in magnitude but oppositely directed. 

The kinetic energy in excess of this amount goes into longitudinal 
Therefore to obtain the beam described by Fig. XIII-24, it is necessary to 

Initial Measurements 

Some of the initial measurements of the beam current have shown an interesting low- 
frequency oscillation. With a beam voltage of 500 volts and grid voltage of 50-75 volts 
the emission current varies from 100 ma to 200 ma. Of this emission current, 20- 

40 ma passed through the anode into the drift region. The magnetic field w a s  adjusted 
as shown in Fig. XIII-24 to give a rotating hollow beam of approximately 1-inch radius 
and 1/8 inch thick. 25 gauss. Under these 
conditions, very clean, 1-2 per cent modulation of the DC collector current was observed 
in the neighborhood of 100 kc. 
argon plasma density associated with pressures ranging from 10 

The magnetic field in the drift region was 

This modulation was observed for varying degrees of 
-7 to mm Hg. 

B. Kusse. A. Bers 

8. DYNAMICS OF THE PLASMA BOUNDARY 

Previously, we have given computed trajectories of charge sheets in order to study 
182 the nonlinear oscillations of a finite plasma slab in the absence of a magnetic field. 

It was observed that a "scrambling," initiated by a crossing or  overtaking of trajectories 
near the surface, gradually destroyed 
the coherent oscillations of the entire 
slab. Leavens and Leavens3 have 
derived an expression for the time of the 
first crossing, ts, given by w t = IT t a, 

In this report we present a deriva- 
tion for the time of the first overtaking 
if the plasma slab is immersed in a DC 

P S  

Y Z 
magnetic field. 
for electron- cyclotron frequencies, wc , 
in the range 0 ,< wc ,< w 

The results a re  valid 
Fig. XIIZ-27. Plasma slab in equilibrium. 

technique is used to display the formation of the overtaking for various values of (w /w ). 

A graphical 
P' 

C P  
The plasma slab in equilibrium consists of a uniform number density of ions and 
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* .  

electrons distributed over a thickness, d, in the x-direction, but infinite in the y- and 
z-directions. 
as shown in Fig. WI-27. The ions are assumed to be infinitely heavy and hence are 
treated as a rigid slab. The instantaneous position, x, of an electron is a function of 
its equilibrium position, xo, and the time, or x = x(xo, t). W e  assume that at t = 0 all 

of the electrons have been displaced an amount 6 in the x-direction, x(xo,O) = xo t 6, 
and seek the motion of the electrons for t > 0. For simplicity, we study the electrons 
that were at y = 0 at t = 0,  so y = y(xo, t). 

The important addition is the presence of a DC magnetic field, B = BoiZ, 

The equations of motion for the electrons a re  

2 2 dY 2" - -a (x-x ) - w - -- 
p o c d t  dt  

O < x < d  

-- d2y dx 
dt 2 - @ c d t  

d2x 2 dY 
-= w (X -d) - w c d t  
dt2 

x > d  

d2y dx 
c dt d t2 

-=a - 

, where e is and wc E- as long as no overtaking has taken place. Here, w2 = ~m eBO e no 
m P o  

the electronic charge, no is the equilibrium particle number density, and m is the mass 
of an electron. 

The solution of Eqs. 1 and 2 is 

2 wL6 
wc6 P 

x = x o t -  2 + -  cos uot 
w w 
0 0 

2 
o w 6  

P C  

O < x < d  
x C (d-6) 
0 

y = - -  cwot - sin wet) 
w 
0 

2 
P w 

x = x0 t 6 t y ( x 0 - d ) ( l  -cosuct) 
w x > d  

C 

2 
P 

w 

y = -(x 2 0  -d)(wct- sinwet), 
C 

w 

x > (d-6) 
0 
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2 2  where w: = w t w 

ground at time to, given by 

c P' 
Electrons that were outside the ion boundary at x = d will go back into the ion back- 

2 
w c o  t = c o s  -1 p t t + ) ] .  

P 

After this time these particles have the motion inside described by 

2 
P O  

w (X -d) 2 

x =  xo t - 6  - to - d t $) cos ao(t-to) t 2 

w 
C sin acto sin wo(t-to) 

x < o  c o  w 
0 

( 3 )  

4 
w (X -d) 2 

D O  P O  w (X -d) 
- sin w t cos wo(t-to) - sin wcto. 

w i d  
2 c o  

o c  0 
0 

(4) 

The condition for overtaking is ax/axo = 0. If ts denotes the time at which overtaking 
3 occurs, the condition for earliest overtaking is ats/axo = 0. 

Fig. XIII-28. Overtaking time versus (wc/w ). 
P 

Application of these two conditions to the equations describing the motion of the 
electrons that have returned to the ion background gives 
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d+ 6 

d + b , _  

d 

d -  a 
2 

d-S 

(INITIAL 
PERTURBATION) 

_ _ _  _ _ _ _  - - - _-- _- - - - - _ _ _ _  - - - -- - - - - - - _ - - _ _ _  - 

(INITIAL 
PERTURBATION ) 

w t = o  Fig. XIII-31. Onset of overtaking 
w 

\ I  I I I - - - y / S  for w C = 1.0. 
cc- apt = 4  

' 1  0 \5::.5 P 

- 
u t  = 3  

wpt = 2  

- 

I I I I 
I - y / 6  Fig. XIII-29. Onset of overtaking for 

0.5 1 .o 1.5 

(INITIAL 
PERTURBATION) 

Up' = 0 

I I I I I A - y / 6  
Fig. XIII-29. Onset of overtaking for 

2 2  = 0 . 2 .  

0.5 1 .o 1.5 

w 

w P 

w t = 2  

w t = 3  

w 

w 2 2  = 0 . 2 .  
P 

\ Up' = 3 

Fig. XIII-30. Onset of overtaking for 
w 

w 
C -- - 0.5 .  
P 
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2 
w- 

P 
sin w t sin w (t -t ) = -1 o s 0  c o  

and 

2 -w 6 
sin w (t -t ) = 0 .  P atO w -  2 0 axo o s 0  

w0 (Xo-d) 

Equations 5 and 6 yield for the overtaking time, ts, 

w O -l py. 
wots = lr t - cos 

w 
C w 

(5) 

(7) 

In Fig. XIII-28 we plot w t a s  a function of the ratio (oc/w ). Note that as wc/w 
P S  P P 

approaches zero, w t 
Leavens. 

approaches the value ( a t o ) ,  a s  reported by Leavens and 
3 P S  

Equations 4 predict that the electron that is first involved in overtaking has the equi- 
librium position x = d - (1/2)6. 

background given by 
The overtaking actually occurs at a position in the ion 

0 

Equation 8 reduces to x = d - 6 a s  wc/w -c 0, which again agrees with Leavens and 
 leaven^.^ As w /w increases from zero, the overtaking occurs nearer the surface, 
until oc = w when it occurs exactly at x = d. The study of the motion has not been 
carried out for wc > w 

The overtaking can be visualized more easily if we plot electron trajectories a s  a 
function of time. If at t = 0 a "line" i s  fixed to the electrons along y = 0 and to those 
that are in the vicinity of x = d t y 6 ,  the onset of overtaking can be seen if the defor- 
mation of this "line" is followed as a function of time. Figures XIII-29, XIII-30, and 
XIII-31 illustrate this approach for wc/w = 0.2, wc/w = 0.5, and wc/w = 1, respec- 
tively . 

It is important to note that we have only studied the overtaking that occurs near the 
surface of the ion background at x = d. An extension of the techniques used here must 
be made to determine when overtaking occurs for particles near the other boundary, 
namely x = 0. 

H. M. Schneider 

P 
C P  

P' 
P' 

1 

P P P 
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1. GENERATION OF A QUIESCENT ARC PLASMA 

In our experimental study of the highly ionized plasma produced by a hollow cathode 
discharge, we have been able to  produce a steady-state variable parameter, highly ion- 
ized plasma of density 10l2 & n s 1014/c. c. and Ti < Te & 20 ev that operates quies- 

HOLLOW 

CATHODE BAFFLE DRIFT TUBE REGION 
2 METERS LONG 

'600L/sec \ 
MAGNET U 
COILS 

ANODE FEED 
I 

CATHODE FEED 
(-1atrn cc/sec) (-0.1 atrn cc/sec) - 

0 Im 

Fig. XIII-32. Schematic view of the 
apparatus. 

cently in a strong magnetic field of several 
kilogauss. Because of the apparent low 
noise and the adjustability of the operating 
parameters, this device possesses some 
advantages over the Q-machine commonly 
used for studies of highly ionized plasmas. 

a previous report,' is shown schematically 
in Fig. XIII-32 and consists of an arc  col- 
umn driven by a hollow cathode discharge 
at the left. 
exhibit large scale fluctuations due to insta- 
bilities arising from differential drifts. 
Because the operation of the discharge 
requires high neutral density and strong 
electric field near the cathode, oscillations 
a re  generally excited at this source region 
and suppressions of the instability at the 
original locale is not feasible. The low 
noise and the high degree of ionization 

The apparatus, described in detail in 

Plasmas of this type often 

features of the plasma result from the considerable separation of the drift-tube working 
region from the plasma-generation region by a double baffle chamber that damps 

* 
This work w a s  supported by the National Science Foundation (Grant GK-614). 
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fluctuations originating at the cathode. 
Analysis on such a plasma column in a strong magnetic field has shown that 

in the weakly ionized state the plasma is unstable against the well-known con- 
vective modes (see Kadomstev and Nedospasov). As the value of the ion confine- 
ment factor (the dimensionless product of the ion-cyclotron frequency and the 
ion-collision time) increases, a universal mode dominates and only perturbations 
of longer and longer wavelength can be unstable.2 Therefore, in a plasma col- 
umn of finite dimensions, the system can be operated stably without excitation 
drift waves. 

In order to achieve this condition, it is only necessary to apply a sufficiently 
strong magnetic field in the baffle region, and at the same time to maintain the 
neutral pressure low in the working region. The effect of the magnetic field in 
the baffle region on the frequency spectrum of the fluctuations is clearly demon- 
strated by the isometric plot of the noise spectrum versus magnetic field, as 
picked up by a floating electrostatic probe shown in Fig. XIII-33. A strong magnetic 
field is increased, the dominant harmonics are severely damped and only low- 
level white noise remains. The effect on the plasma in the working region is 
illustrated in Figs. XIII-34 and XIII-35 which show the fluctuations in the probe 
current at various bias. When instabilities are excited in the baffle region, the 
fluctuations propagate into the drift tube as  shown in Fig. XIII-34. When the 
conditions in the baffle are such that fluctuations are damped there, however, the 
fluctuation level of the plasma in the drift tube is remarkably low (- l%rms)  and 
exhibits no dominant frequency. Furthermore, the plasma in the drift tube, which 
is highly ionized, remains quiescent, irrespective of the magnetic field strength 
applied there if  the neutral background is kept low by rapid pumping. 

Since the fluctuation level depends on the magnetic field strength in the baf- 
fle region and the background pressure in the drift tube, we show in Fig. XIII-36 
a contour map of constant rms noise level in such a space. The map demon- 
strated our previous remarks regarding the ingredients for the quiescent opera- 
tion of such a plasma. In order to obtain a high plasma density in the drift 
tube, a supplementary anode feed was used. Therefore, in Fig. XIII-36 where 
the contour lines are closely spaced near torr,  the sharp rise in the per- 
centage of fluctuations was not due to increase of fluctuation level (it remains 
relatively constant), but rather to drop in the steady-state density as  the anode 
feed is cut off. A significant extension of the quiescent operating regime can be 
achieved by the addition of baffles to isolate the end-plate anode from the working 
region. 

stration of theoretical predictions of instabilities attributable to differential Hall 
The successful generation of such a plasma represents an experimental demon- 
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Fig. XIII-34. Probe current in the drift tube with instabilities excited. 
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Fig. XIII-35. Probe current in the drift tube during quiescent operation. 
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Fig. XIII-36. Contour map of constant rms noise level. 

Table XIII- 3. Comparison of parameters. 

Hollow 
Operating Parameters Cathode Q- Machine Stellarator 

Plasma density no (m-3) 

Electron temperature Te(ev) 

Ion temperature Ti (ev) 

Magnetic field B (gauss) 

Plasma dimensions 

R (m) 

Scaling Parameters 
3 noXd (in a Debye sphere) 

w - r  c e  

W .T. c1 1 

10 

-1 

l o 3  

0. 1 

1.0 

l o 3  

1 o2 

l o 3  

10 

11 

0.2 

0.2 

< l o  

1 o3 

0.1 

1.0 

1 o2 

1 o-2 

1 o-6 

1 

10l2 

50 

0 . 2  - 100 

1 - 4 x 1 0  4 

0.1 

10 

1 o5 
1 o-2 

1 o6 

10 
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drift. Of greater interest, however, is the quiescent plasma itself whose parameters 
make it a versatile apparatus for experimental studies of plasma physics. In 
Table XII-3 we summarize the operating and scaling parameters of several plasma 
systems for comparison. 

J. C. Woo, D. J. Rose 
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2. UNIVERSAL INSTABILITY IN A COLLISION-DOMINATED PLASMA 

In our analysis of the stability of a highly ionized plasma column, we have redis- 
covered,' and now interpreted, a destabilizing effect arising purely from the exist- 
ence of a density gradient which in turn produces charge-separation fields that drive 
plasma into the initial density perturbation. We present here a simple physical deriva- 
tion for the stability criteria that clearly illustrates the mechanism of this instability. 

Bo - 
Fig. XIII-37. Effect of perturbing the long plasma column. 

Consider a long plasma column confined by a steady magnetic field Bo in a vacuum 
The length of the tube is infinite and the plasma is tube of transverse dimension x 

inhomogeneous only in the radial direction with the density given by 
0' 

Let this column be perturbed slightly a s  shown in Fig. XIII-37, then there is a den- 

sity fluctuation n1 along the field lines and the plasma electrons diffuse from the high- 
density region to the low-density region. 
locale; thus a potential 

The massive ions remain in the original 
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9, = 

is set up between the maximum and minimum density points along the field line. This 
potential difference also appears across the plasma column as a transverse electric 
field, 

in the direction shown. 
This first-order electric field E produces a drift of the entire plasma column in 

Because of the difference in the Hall 
I1 

the E X Bo direction as shown in Fig. XIII-38. 
I1 

mobility of the electrons be/we T~ and of the ions wi T~ bi/ , a charge imbalance 
grows at the rate 

Here, w 

times of the electrons and ions. 
and mi are the cyclotron frequencies, and T~ and -ri are  the collision e 

\\ 

Fig-. XIII-38. Drift of plasma column produced by first-order 
electric field EL . 

1 
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The electric field EL resulting from the charge separation accelerates the plasma 
2 

ions into the initial perturbation nl at the rate 

a. T. b. a E l  a 2  
at2 "1 - at 

- - i i i  

1 1 1  

( l + W f  T f )  

-2 V -  no - -  

W T ~  

( 1 + W f  T f )  

(5) 

which accounts for the growth of the perturbation. 
The stability criteria are  determined by the competition between this growth rate and 

the damping effects. The charge imbalance produces a second potential also of the order 
of Tenl/no. The ion transverse current from that resulting electric field, plus electron 
axial current, tends to reduce the charge build-ups. The net stabilizing flow is 

Thus the growth rate of the electric field EL is reduced, and the damping effect on the 

density perturbation is given by 
2 

2 
a nl e bi --- - b i c T e n l  F 2 b e  + 
at ( l + W f  T f )  

The net rate of change of the density perturbation is, therefore, 

from which we obtain the stability criterion 

> 1. 
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2 A more rigorous analysis gives for the stability criterion 

2 

2 
p2 k 

Y 

be(<+ y2 t %) t Ti($ + y?] [..k2 t 

X 0 2P X 0 (1 t W f  Tf ) 
w . T . ~ .  liTik2Te - Ti($t y2) 1 ] 1% - 

(1 +W:Tf) ( l+Wi Ti i ]  ) 

(9) 

In the limit Ti = 0 and with differences in the geometric factors in p, l / y  and xo 

1+w2T2 , which is of the order ignored, Eqs. 8 and 9 are  identical except for a factor 
of unity in the regime where this instability is important. 

Since the growth of the perturbation requires the feeding of the ions into the original 
perturbation via Hall mobility and the perturbed field EL , this instability can occur only 

when W ~ T '  - 1. If W ~ T ~  >> 1, the differential drift vanishes and no charge seperation can 
occur. We note that the instability is initiated by the development of a longitudinal elec- 
tr ic field because of the rapid diffusion of the electrons, and therefore the instability is 
analogous to the destabilization caused by longitudinal electron thermal conductivity 
(called "thermal Force" in Russian publications) considered by Galeev, Oraveskii, and 
Sagdeev. 

( i i )  

2 

i i  i i  

1 

J. C. Woo, D. J. Rose 
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A. Power Systems with Liquid-Metal Generators 
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1. MAGNETOHYDRODYNAMIC POWER GENERATION FOR NUCLEAR- POWERED 
SEA-GOING VESSELS 

Introduction 

An initial feasibility study has been conducted to determine whether the advantages 
offered by an MHD conversion system for marine use are  worth further investigations. 
In this investigation a gas Brayton MHD cycle and one example of a liquid-metal Rankine 
MHD cycle were used: required were a power output of 11 megawatts and a given nuclear 
reactor capable of transmitting a temperautre of 1500°K to the cooling fluid. This report 
describes these analyses briefly and gives the results. 

1 

Brayton Cycle MHD Power System 

A theoretical investigation of the Brayton gas cycle was performed, with the working 
fluid of the MHD generator utilized as  the reactor coolant, a s  illustrated in Fig. XIV-1 

n 

L - 
NOZZLE DIFFUSER 3 

HEAT SOURCE 

~ 

EXCHANGER 

~ 

I , 1 - 
5 A 

4 
COMPRESSOR 

Fig. XIV- 1. Brayton cycle MHD power generation system. 

* 
This work was supported by the U. S. A i r  Force (Research and Technology Division) 

under Contract AF33(615)- 3489 with the Air Force Aero Propulsion Laboratory, Wright- 
Patterson Air  Force Base, Ohio. 
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1 with its corresponding thermodynamic states 
diagrammed in Fig. XIV-2. The fluid under- 
goes isentropic expansion through the nozzle 
before the adiabatic extraction of energy in the 
MHD generator. The fluid is then diffused, 
transforming a large part of the remaining 
dynamic head to static pressure head, passed 

/ *  through a cooling heat exchanger, and finally 
returned to the heat source by means of an 

5 adiabatic compression process. 

is; 

, . 
I I I I ~~ 

41- I - ,,'-IDEAL 

To provide the necessary electrical con- 
ductivity (for satisfactory operation of the MHD 
generator), the working fluid is seeded with a 

Fig. XIV-2. Diagram for the MHD 
Brayton cycle. 

a very small percentage of an easily ionizable material (cesium, potassium) and then 
subjected to an extra thermal ionization process. 
choose one that is capable of withstanding this treatment and still maintaining sat- 
isfactory heat-transfer characteristics. Added to these restrictions, the fluid must be 
available, be compatible with the nuclear reactor, and have thermal conductivity qual- 
ities that take into account the volumetric limitations of ships. As a result, we found 
that the gas that best suited these features at the temperatures and pressures consid- 
ered was helium seeded with either cesium or potassium. 

In selecting a working fluid, one must 

Utilizing this working fluid, we conducted thermodynamic cycle analyses under the 
assumption of an available reactor temperature of 1500°K and with a power require- 
ment of 11 megawatts. Significant results a r e  cycle efficiencies of approximately 20 per 
cent and magnetic field requirements of approximately 40 kilogauss. This efficiency 

is comparable with present steam turbine systems, but the large magnetic field indicates 
the need for superconducting magnets. The refrigeration requirements for this magnet 
were not included in the study, and it is feared that the power which would be necessary 
to support this would reduce the over-all efficiency below acceptable levels. 
more, the required electrical conductivity of the working fluid ("600 mhos/m) may be 
higher than is practicable under current ionization methods; this would result in an even 
higher magnetic field in the MHD generator. Thus, futher investigation of these prob- 
lem areas is needed before a substantial conclusion can be reached concerning the 
future use of this MHD cycle. 

Further- 

Rankine Cycle MHD Power System 

Recent interest in liquid-metal MHD power cycles has resulted in several proposed 

One of these systems, the one-component, two-phase MHD cycle proposed by 
Rankine cycles utilizing an MHD generator to convert from mechanical to electrical 
energy. 
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Fig. XIV-4. Thermodynamic state diagram 
for MHD Rankine cycle. 

Petrick and Lee,' was  chosen to typify 
a Rankine cycle analysis, and is sche- 
matically illustrated in Fig. XIV-3, and 
the thermodynamic diagram is shown 
in Fig. XIV-4. It is not felt that this 
cycle is necessarily better than other 
suggested liquid-metal MHD power 
cycles, but it was analyzed as an 
example of an MHD Rankine cycle. In 
this system, a two-phase mixture 
leaves the reactor heat source a s  a 
saturated vapor and increases its 
kinetic energy through the nozzle. The 
mixture then passes through the MHD 
generator (still in its two-phase 
state) where the electrical energy 
is removed, and into the condenser 
where the fluid is condensed into its 
liquid state and returned to the reac- 
tor by means of a diffuser. 

erator turns out to be a two-phase flow, 
about which little is known, hearty 
assumptions concerning its electrical 
conductivity were necessary to com- 
plete the cycle. It is noteworthy here 
to mention that with other liquid-metal 

'Because the fluid in the MHD gen- 

MHD power cycles proposed by E l l i ~ t t , ~  and by Jackson and Brown,4 we are  not faced 
with the particular problem of two-phase flow in the MHD generator, although they do 
involve troublesome components that a re  unnecessary in the one-component, two-phase 
MHD cycle. Since all of the liquid-metal cycles are  still under intensive experimenta- 
tion, it is not fair to pick any of them as superior at this early stage of development, 
but rather to bear in mind the particular advantages and complications of each. 

system, utilizing mercury and potassium as  the working fluids. 
indicate that the thermodynamic cycle efficiency increases with the fluid's mixture 
quality in the generator, but the electrical conductivity of the two-phase mixture 
decreases markedly with increasing mixture quality, and thus the cycle may become 
impractical a t  the competitive thermodynamic efficiencies. Mercury showed a higher 

Keeping this in mind, we conducted cycle analyses on the one-component, two-phase 
Significant results 
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efficiency than potassium (maximum mercury, 29 per cent; maximum potassium, 22 per 
cent), but the working pressures of mercury were extremely high(-3000 psi) which would 
militate against its use on a marine vessel. Both fluids resulted in abnormally low DC 
terminal voltages (-30 volts) and hence required the use of large current busses - an 
item that needs to be resolved if future use is anticipated. 

An advantage of a Rankine MHD cycle is its capability to generate AC power (through 
the use of an MHD induction generator), as well as low-voltage DC power. This induction 
MHD generator, limited to liquid-metal flows, could be wound for usable voltages at 
suitable frequencies (i. e. , 60 cps). The problem still remains, however, for the induc- 
tion generator, as well  as for the DC conduction generation, of including the effects 
of all loss mechanisms and simultaneously matching the generator to the thermo- 
dynamic cycle. 

5 

Usefulness as a Marine Power Source 

Because steam turbine systems on ships a re  inherently noisy, it is felt that the 
MHD conversion scheme, which utilizes electric motors, would greatly resolve this 
undesirable feature, with the gas Brayton cycle believed to be somewhat quieter than 
any of the proposed liquid-metal Rankine cycles. Because higher temperatures are 
now available (and required) for the MHD cycles, the systems must contain mate- 
rials to obviate this problem and the associated fluid-reaction problem. These mate- 
rials problems are still unsolved, although giant strides have been made in this 
direction, and there is no reason to believe that future developments in this field 
will not overcome this present restraint. Because future effective development 
of the steam cycle seems unlikely, while the MHD cycle is just beginning to open 
up new avenues for investigation there is now no strong reason to believe that 
future MHD systems will not far  surpass in efficiency the present steam turbine 
systems. In conclusion, we suggest that the possibility that this type of power 
generation will eventually replace the steam turbine system is high, and now is 
the time to initiate further studies aimed at achieving more practical results than 
a re  now possible. 

J. D. Hutchinson, E. S. Pierson 
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5. 

2. INTERACTION OF A SINGLE SPHERE OR CYLINDER WITH TRAVELING 
MAGNETIC FIELD 

As a first step in the study of the mist flow MHD induction machine, the interaction 
between a rigid conducting sphere and a traveling magnetic field is considered. 

Fig. XIV-5. Configuration for sphere -field interaction. 

Specifically, the configuration consists of a sphere traveling with the constant velocity 
V = TxVo in an applied magnetic field with the component ET = TzBoej(wt-kx) transverse 
to the direction of motion of the sphere as shown in Fig. XIV-5. Here, w is the fre-  
quency, A == is the wavelength, and the field travels in the x-direction with the phase 
velocity Vs =-. The sphere is assumed to be small relative to the wavelength of the 
applied field (that is, D << A), and to have the permeability of free space. 

- 
0 

k 
w 
k 

D 
A Since- << 1, the applied field in the vicinity of the sphere may be represented by 

(1) 
j s w t  - 

Ba = Bo~z(j tkx)+~xkz]  e 

in the reference frame attached to the sphere, where 

vs - vo 
vS 

s =  
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is the normalized velocity difference between the field and sphere. 
The problem is governed by Maxwellfs equations with the displacement currents 

neglected (the usual MHD approximation), and as such requires the solution of the vec- 
tor diffusion equation within the conductor and Laplace’s equation in the surrounding 

space, subject to four boundary conditions. The usual method f o r  solving problems of 
this type is to utilize a coordinate system that allows the coordinate surfaces to match 
the boundaries of the problem and also allows separation of variables in the governing 
equations. The problem could not be solved by this standard technique a s  a result of 
the llconflictf* between the two-dimensional nature of the applied field and the three- 
dimensional nature of the body; hence, an approximate method w a s  developed. 

Since the governing equations are linear, the applied field (1) may be thought of as 
consisting of two parts, a uniform field and a perturbation, 

- -  - - 
Ba = BUa t B --.-pa = izjBo t Bo(~zkxt?xkz), (3) 

where complex notation is used and the ejswt is omitted. Then the total magnetic field 
is represented by (3) plus the induced magnetic field associated with each part of the 
applied field, 

If the current density distribution associated 
associated with B t is 7 then the net 

Pa Pi P’ - - -  

withBua t Bui is designated Tu, and that 
time-average force on the s p g r e  is 
- -  

For any body that is symmetric with respect to the three major planes through the 
origin, there can be no net force when either the uniform or the perturbation field alone 
is applied. As  a result, the first  two terms in (5) contribute nothing when the 
integration is carried out. When both the uniform and perturbation fields are  
applied, the net force arises only from the integral over the terms that couple 
the two fields. 

In the case of a sphere, Eui and Tu may be found when Bua is given, but B and 7 - - - S A ?  
cannot be found (in practice), given B In short, the net force cannot be determined 
exactly, but it is reasonable to ask if there are  conditions under which the contribution 
of the Tu X 
To answer this question, the approximate net force 

pa’ 

term is large enough to be a reasonable approximation to the exact force. - +  
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A 

is determined for the case of a cylinder and compared with the exact force (5) for that 
case. 

For the cylinder of infinite length (Fig. XIV-6) the exact time-average force per unit 
length is calculated and written in dimensionless form as 

where 

KcT 

2 2 = 4U = ~USWD SRm 

beroU(beilUtberlU) t beioET(beilU-berlU) 
a =  .-. .. 

[ (beroU) ' t (beioU) "3 

ber2U(ber lU-beilU) t bei2U(beilUtber lU) 

[(beilU)2 t (berlU)'] 
b =  9 

and bervU and beivU are  Kelvin functions of the first kind of v.  It may be shown that for 

2 2 +($) << 1, 

KcT becomes 
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KkT = 2 f l  IT e. 
When the approximate force ( 6 )  w a s  determined for the cylinder, the result w a s  

found to be identical to (12b); hence, the only restriction on the approximate solution 
is the condition (1 2a). 

Application of this technique to the case of the sphere yields - - 
= i K (sR,), F - -- 

i F =  
X x s  

where 
2 2 [tanu(tanh u-1) -tanhu(tan utl)]  

Ks(sR m ) z . 1 4  4u2  t U 
[tanh 2 uttan 2 u] 

and 

sRm = 8~ 2 = p.rsoD 2 . (15) 

The 1lKl1 functions for the case of the small cylinder (1 2) and the small sphere (14) 
are  plotted in Figs, XIV-7 and XIV-8, respectively, together with the experimental data. 

MATERIAL LENGTH/DIAMETER 
B AI 9 
A cu 9 

0 AI 4.5 
0 cu 4.5 
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The latter were obtained by determining the force on a cylinder or sphere suspended in 
the field produced by the coil system designed by Porter.' The characteristics of the 
conductors used are given in the figures. 

In Fig. XIV-7, agreement is quite good over the lower range of sRm. Departure in 

MATERIAL 
0 cu 
0 AI 

X P b # l  
A Pb#3 

f Pb#5 

10-21 I I I I I I I I I  I I I 1 1 1 1 1 1  I I I I I l l l l  I I I I I l l l l  
10-1 I00 101 102 1 o3 

rR, = p r o  D2 

Fig. XIV-8. Correlation of theory with experiment for small spheres. -- D 
diameter of the test sphere, 1 inch. h' 

the higher range may be attributed to length-to-diameter ratios that were too small to 
correspond to the two-dimensional model assumed in the solution. 

For the sphere, Fig. XIV-8, disagreement is largest at low sRm, where lead spheres 
were used. These spheres were cast, so that there was no guarantee of homogeneity, 
and their surfaces were pockmarked, which would reduce their effective diameter. 
Experimental e r ro r  was also largest in this range, since the measured force was 
smallest. 

A solution for the case of the sphere was also obtained by constructing a lumped- 
parameter model of the sphere and determining the force by the techniques of lumped- 
parameter electromechanics. This solution appears to converge to (14), so that this 

technique may be expected to be useful in any similar problem in which the direction, 
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"i 

o r  approximate direction, of the current density is known at each point in the conductor. 
The results above indicate that the single-body interaction is fairly well understood. 

Therefore, this study wi l l  be extended theoretically to cover n noninteracting spheres 
with a size and velocity distribution, to gain an insight into the characteristics of a mist 
flow in a traveling magnetic field. 

R. J. Thome 
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B. Alkali-Metal Magnetohydrodynamic Generators 
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1. STATUS OF RESEARCH: ALKALI-METAL VAPOR MAGNETOHYDRODYNAMIC 
GENERATORS 

During the last quarter a second full-scale run of the large nonequilibrium generator 
was completed. All components of the facility operated satisfactorily. The test conditions 
were: stagnation pressure 4.5 atm, stagnation temperature 2000"K, Mach number 2. 1, 
mass-flow rate 0.360 ks-l of He. 

The generator w a s  operated at open circuit, and with 3-, lo- ,  and 25-ohm loads. 
The open-circuit voltage was between 50 and 70 volts, a s  compared with ideal values of 
500-700 volts at the first and last electrode pairs. When the generator was loaded, the 
voltage remained nearly constant, while the current per electrode pair increased along 
the channel, from entrance to exit. For  the 3-ohm loads (3 ohms on each electrode pair) 
the current varied from from 5 amps to "17 amps. 
was approximately 5 kilowatts. 

This power, while greater than that expected from an equilibrium generator at the 
same load condition, is much less  than that expected from the nonequilibrium generator. 
It is believed that the low-open-circuit voltage and the resultant low power were due to 
shorting either in the side-wall boundary layer or  in the wall  itself. In this generator 
the wall was made of boron nitrite. 

To correct this difficulty, new side walls, of an iron peg-wall construction, have 

During this quarter, the MHD pump for the potassium loop has been rebuilt to pro- 

The power for this condition 

been made, The generator was operated again near the end of May 1966. 

vide the higher pressures required for supersonic operation. The supersonic test section 
is nearly complete. It is expected that the loop will be run during June 1966. 

J. L. Kerrebrock 
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C. Hall Instabilities and Their Effect on Magnetohydrodynamic Generators 
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1. STABILITY CRITERION FOR MAGNETOACOUSTIC WAVES 

1 It has been possible during the past quarter to extend previous work to develop con- 
venient stability criteria for magnetoacoustic waves in the two-temperature conduction 
regime. It turns out that one can express the stability condition very simply in terms 
of the convenient parameters 

y =-- 
T 

go 

E. 

where Teo and T a r e  the DC electron and gas temperatures, Ei is the ionization 
potential, y is the ratio of specific heats, and IjeffCy) is the "effective collisional 
loss parameter," including the effect of radiation loss in cooling the electron gas. 
Various models of the response of the two-temperature ionized gas to magneto- 
acoustic waves have been assumed, which depend primarily on the rate of ioni- 
zation relaxation and the effect of radiation r*damping" on the waves. In each 
case the stability criterion can be given in the form 

go 

unstable if and} 

A (  1 Ei ) q p P Y  - kTgo'y a 

only if 

A 

The form of P(Y) depends on which model is assumed. Results a r e  illus- 
2 trated in Fig. XIV-9 and compared with the experimental data of Dethlefsen. 

* 
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Patterson Ai r  Force Base, Ohio. 
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E -~ STABILITY CRITERION: 

AND ONLY IF t 
I 
I 

0.1 I 1 I 
0 0.5 1 .o 

Fig. XIV-9. Stability chart with variables. 
Dethlef sen's experimental points : 
Quiet A ,  Noisy A. 

Up to a value of Y = 0.4 we expect the ionization to be frozen, in which case 
In this regime the magnetoacoustic 

waves in Dethlefsen's experimental data should have been unstable; Dethlefsen, in 
fact, observed strong fluctuations (filled-in points). Above Y = 0.4, the degree 
of ionization should be in rough equilibrium with the electron gas and we expect 
one of two models to apply: with the DC state determined largely by radiation 
loss,' either the waves themselves interact strongly with the radiation or  they 
a r e  unaffected by it. The first  model leads to P,(Y) (see Fig. XIV-9), in which 
case the waves would be strongly unstable. The second model leads to P,(Y) which 
shows that they should be stable. Dethlefsen observed a relatively quiet plasma 
in this regime, which indicated that the waves a re  not strongly interacting with 

A A  

is simply a constant = d m .  = P~~~~ 
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the radiation field. This has helped define 
the nature of the wave- radiation interaction, 
lines, both experimentally and theoretically. 

the need to determine more accurately 
and work is progressing along these 

J. E. McCune 
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A. OBSERVATION O F  ENHANCED CYCLOTRON RADIATION FROM AN 
ELECTRON-CYCLOTRON RESONANCE DISCHARGE 

We report the results of a preliminary investigation of the enhanced cyclotron radi- 
ation observed in the afterglow of our experimental electron- cyclotron discharge appa- 
ratus.' A low-density ("10 /cc) plasma is produced by R F  breakdown of low-pressure 
hydrogen gas in a cylindrical microwave cavity. The plasma is confined by a mirror mag- 
netic field (mirror ratio= 3 )  of such value that the exciting R F  frequency equals the local 
electron-cyclotron frequency at certain points within the cavity. Excitation at the cyclo- 
tron frequency produces a hot-electron plasma with observed energies around 20-40 keV. 
The radiofrequency source is a magnetron producing I-ysec pulses at -3 kMc. The source 
is operated with repetition rate of 1 kc, and at power levels of -1 00 kW peak (1 00 watts 
average). A more complete description of the apparatus and the plasma that it produces 
has been reported previously.' In all of the observations reported here, the excitation 
frequency is 2.85 kMc, and the background pressure of hydrogen is 2 X 

Typical plots of the microwave emissions from the plasma are illustrated in 
Fig. XV-1 for a magnetic field at the center of the cavity of 1100 Gauss. 
microwave pulses occur at the extreme right and left ends of the traces and a re  barely 
visible. In each of the sequences of Fig. XV-1, the bottom trace is a plot of microwave 
power developed across a coupling loop on the cavity wall and detected by a microwave 
diode. 
radar transmit/receive switch located in the S-band waveguide which connects the mag- 
netron to the cavity. This switch is a narrow-band device which in these measurements 
is tuned to the exciting frequency. Thus the plasma is seen to spontaneously emit pulses 
of microwave energy at or near the exciting frequency during the afterglow period. 
Figure XV-2 is an expanded view of the early part of the afterglow, and illustrates the 
facts that the signal across the coupling loop and that across the T/R tube are  correlated 
in time. 
from microwave emissions at or near the applied frequency. 

8 

Torr. 

The exciting 

The top trace is a plot of detected microwave power that has been passed by a 

Thus we conclude that the power measured at the coupling loop also results 

* 
This work was supported by the U. S. Atomic Energy Commission (Contract 

AT (30- 1 )- 3581 ). 

QPR No. 82 187 



I 
cd s 
a, 
5 

QPR No. 82 188 



(XV. SPONTANEOUS R F  EMISSION FROM HOT-ELECTRON PLASMAS) 

In Fig. XV-3 the bottom trace is again the power detected across the coupling loop 
while the top trace is the diamagnetic signal. This signal which is proportional to the 
energy density of the plasma is seen to decay quite smoothly, even in the presence of 
the strong emission of microwaves. 
field is increased. In Fig. XV-4 the field has been increased to approximately 
1300 Gauss at the center. Now, at the instant when the emitted microwave pulse is 
observed, the diamagnetic signal suddenly drops to zero, thereby indicating that the 
hot electrons have been lost from the plasma. 

This behavior is radically changed if the magnetic 

No correlation between the visible light radiated by the plasma and the emission of 
microwave pulses has been observed. 
not involved in the instability mechanism. 

These preliminary observations suggest that there a re  two types of instabilities. 
The first type results in enhanced cyclotron radiation in the form of several pulses of 
radiofrequency energy in the afterglow. 
these pulses. The second type occurs at higher magnetic fields, and is characterized 
by a single pulse of microwave energy and a sudden loss of the diamagnetic signal. This 
second type is obviously dependent upon the hot electrons in the plasma. 

This might indicate that the cold electrons a r e  

The diamagnetic signal decays smoothly during 

We a re  continuing a detailed study of the properties of the plasma and the observed 

C. Speck, A. Bers 
radiation in order to formulate a model for the instabilities. 

Ref e r ence s 
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pp. 72-80. 

B. INSTABILITIES IN THE EXTRAORDINARY WAVES ACROSS THE MAGNETIC FIELD 

In this report we formulate the small-signal energy expression for the extraordinary 
wave that was reported last quarter.' In general, the total small-signal energy in a 
plasma is given by 2 

where 
the expression is evaluated only for those real w and real k that satisfy the dispersion 
relation, D(w, k) = 0. 
that the existence of free waves propagating in the x-direction requires 

and E are the small-signal magnetic and electric fields, respectively, and 

In terms of the elements of the dielectric tensor R, it is found 
- 
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Ex 

* [  Ey- 

EZ 

= 0. 

For the extraordinary wave EZ = 0, from which it follows that for nonzero E, 
Kxx E = - -  

-y K % 
X y  

and 

w - Kxx %* 
Furthermore, Maxwell's equations require 

Evaluation of Eq. 1 with the use of Eqs. 3,4, and 5 results in 

o r  

(3) 

(4 

Here, we have made use of the fact that Kxx is pure real and K 
for real w and k. 

is pure imaginary 
X y  

Combining Eqs. 6 and 7 yields 
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This is the expression for the time-averaged small-signal energy which is to be eval- 
uated along those portions of the dispersion relation which both have real w and k. 

so a s  to determine the positive (passive) and negative (active) energy branches of the 
dispersion diagram. 
report The unstable regions 
in those figures can now be interpreted as  arising from the coupling between the active 
and passive wave branches. 

The sign of this expression has been determined for the waves reported last quarter 

The results are indicated in Figs. XII-2 and XII-3 of the previous 
1 as (t) for positive and (-) for negative energy branches. 

A. Bers, C. E. Speck 
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XVI. INTERACTION OF LASER RADIATION WITH PLASMAS AND NONADIABATIC 
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A. LASER RADIATION THOMSON-SCATTERED BY AN ELECTRON BEAM 

The experiment described in Quarterly Progress Report No. 79 (pages 143-144) 
has been completed and the results are summarized in this report. 

The purpose of the experiment was to experimentally verify the derived relationship 
among the angle that the electron beam makes with the observation direction, the veloc- 
ity of the electrons, and the shift in wavelength of the laser radiation. The components 
involved in the experiment were completed. The observation system was scanned from 
6700 The angle of observation was varied from 110" to 125", and the volt- 
age w a s  varied from 800 volts to 1100 volts. The experiment was done by first setting 
a voltage and angle for the electron beam, making a rough calculation of the position of 
the shifted wavelength, then scanning the interference filter over the scattered signal 
envelope in 2.5 A steps. The signal amplitude was recorded at each wavelength and the 
wavelength of the center of the envelope was taken to be the scattered wavelength. The 
results agreed within 1 A (in 150 A) with the theoretical predictions, which gives evi- 
dence of the correctness of the theoretical transformation equation. Also, the amplitude 
of the scattered signal agreed with the calculated value. The experiment is discussed 
more fully in the author's S.M. thesis entitled "Study of Laser Radiation Thomson- 
Scattered by an Electron Beam,'' conducted in the Department of Nuclear Engineering 
and the Research Laboratory of Electronics Of the Massachusetts Institute of Technology. 

M. A. Samis 

to 6800 i. 

0 

J 0 

B. NONADIABATIC TRAPPING EXPERIMENT 

1. Resonant-Particle Measurements 

During the past quarter, considerable progress has been made in determining the 
modes of particle escape from the nonadiabatic trap described in Quarterly Progress 
Report No. 81 (pages 141-147). A new diagnostic, that of ion collection, has been added, 
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and the problems of detector sensitivity mentioned in the last report have been solved by 
the development of a fast low-noise miniaturized preamplifier. A new 15-period cork- 
screw having a maximum perturbing field of 2 per cent was also installed. Figure XVI-6 
shows the method of construction and illustrates schematically the changing pitch of the 
conductors. Because of the large number of periods in this corkscrew, some of the cur- 
rent windings were very closely packed. We found that displacements of the conductors 
by as little as their own diameter had an appreciable effect (-10%) on the local corkscrew 
field. 
iment produced small (less than 1070) changes in the quantities under investigation. Qual- 
itatively, however, the results obtained were insensitive to these small changes in the 
perturbation. 

As a result, any movement of the corkscrew windings in the course of the exper- 

Figure XVI-1 shows the measured amount of perpendicular energy possessed by the 
beam at the end of its initial transit through the corkscrew as a function of the helix 
current. With a 5:l mirror  ratio, $/v2 = 0. 20 is sufficient to trap the beam. With the 
mirrors  turned on, the beam was  pulsed, and the decay of the trapped particles through 
the end mirror  w a s  measured. 

MIRRORS 12.5 ornps 

M A I N  FIELD 1.98 amps 

BEAMCURRENT 4.5 p A  

300 400 500 600 700 800 mo 1000 1100 1200 1300 

RETARDING VOLTAGE 

Fig. XVI- 1. Magnetic moment after first transit. 
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Figure XVI-2 shows the decay curves obtained for three filling pulses. The rapid 
initial decay has a time constant of approximately 2 psec, independent of the length of 
the filling pulse. The time constants of the long-lived tails, on the other hand, increase 
as  a function of pulse length. Also, integration of these decay curves shows that the 
fraction of trapped particles associated with the long-lived tails also increases with 
pulse length. 

The value of the short decay constant can be obtained by associating the rapid initial 
particle loss with the preferential downward scattering in that region of velocity space 
where particles can resonate with the corkscrew. The value of the long decay constant 
can be obtained by associating the long-lived particles with those scattered into and out 
of the region of velocity space above the resonant region. 

1 

The increase of the time constant and the number trapped in this long-lived group 
with increasing pulse length is then due to the fact that as  the filling pulse lengthens, 
particles have time to diffuse farther and farther into the nonresonant region. No equi- 
librium is achieved here, because the diffusion coefficient drops so rapidly away from 
resonance.' Since the resonant region lies closer to the loss cone, all particles must 
exit by way of preferential downward scattering. 
see, first, a rapid decay of those particles in the resonant region, followed by the exit 
of the particles stored in the diffusive group. 

Energy analysis of the escaping particles' confirms that they are scattered out in 

Thus, when the beam is turned off, we 

the large steps produced by resonance. 
shown in Fig. XVI-3. 
top trace shows the energy analysis of the beam with no corkscrew current. The beam 
is double peaked; the data show that in the uniform field region of the device, the two 
components had 7 per cent and 8 per cent of their main magnetic field. When the cork- 
screw is energized, the beam is trapped and the escaping particles are energy analyzed 
in the lower trace. It is clear that the resonant scattering has given the escaping parti- 
cles more parallel energy that the injected beam possessed. 

This effect is especially pronounced in the case 
Here a partially wound 1600 V-beam is injected into the trap. The 

Figure XVI-4 shows the energy analysis when the injected beam is adjusted to reso- 
nance with the entrance conditions of the corkscrew. This is the condition for maximum 
initial trapping and longest lifetime of the trapped particles.' The almost linear slope 
on the lower curve shows that under optimum trapping conditions the escaping particles 
f i l l  the loss cone of velocity space almost uniformly. 

The picture of field-particle scattering in tuned helical nonadiabatic traps that has 
emerged from these experiments is shown schematically in Fig. XVI-5. The trapping 
resonance is the largest possible scattering that the particle can experience. It places 
the injected beam somewhere between the dotted lines in the diagrams, the location 
depending on the precise adjustment of the main field, the beam energy, the beam energy 
distribution, and the corkscrew current. On the second forward transit, the trapped 
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Fig. XVI-3. Energy distribution in the magnetic mirror. 
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Fig. XVI-4. Energy distribution in the magnetic mirror. 
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Fig. XVI-5. Summary of particle-corkscrew interaction. 

particles that have an essentially random phase distribution a re  scattered either farther 
away from or back into the resonance region on the third transit. Because of the 
damping of the perturbation field those particles scattered downward on the second 
transit a re  resonantly scattered in a stronger field, make a larger downward step, and 
are  rapidly lost. Those particles scattered away from resonance on the second transit 
interact with a weak nonresonant field and experience a small-step diffusive scattering 
with a lifetime that increases i f  they diffuse further from resonance. Unfortunately, 
from the viewpoint of trapping, this diffuse group is fed by only a small part of the 
injected beam. The existence of preferential downward scattering on the second transit 
insures that most of the beam scatters downward into the resonance region. 
measurement, thus far, shows 23 per cent of the total trapped particles in this diffusive 
group with a lifetime of approximately 11 psec. With 77 per cent of the trapped particles 
in the resonant scattered group with a lifetime of approximately 2 psec, the trap is 
operating at approximately 2 per cent efficiency as compared with the Liouville limit set 
by the experimental injected beam density. 

The best 

2. Ion Detection 

Figure XVI-6 shows the ion collector used in the experiment. In operation ions 
produced by electrons within the volume defined by the inner screen are  trapped by this 
screen's -3 volt bias. Gas scattering eventually delivers a proportion of these ions to 
the collector that is biased at -300 volts, both to aid in the ion-collection efficiency and 
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Fig. XVI-6. Ion collector and corkscrew assembly. 

to repel secondary electrons. Particles whose orbits are the tightest spirals spend less 
time in mirror reflection and consequently make more ions within the collector per sec- 
ond. These particles constitute the long-lived diffusive group mentioned above. Thus 
lifetimes derived from ion-current measurements serve as upper limits to particle- 
confinement times, and it is difficult to gather more detailed information without knowl- 
edge of the distribution within the trap. 

secondary electrons produced by the injected beam when it strikes any material surface. 
These secondary electrons are  mainly of low energy; consequently, their collision cross 
section with gas molecules is quite high, yielding an ion current out of proportion to 
their number. 
collection outside the mirrors  and eliminating high secondary emission coefficient mate- 
rials within the trap. In spite of these limitations, ion collection has the advantage of 
the high accuracy of DC measurements, and constitutes a small perturbation probe of 
conditions within the trap. 

Another disadvantage of this technique is that it is very sensitive to the presence of 

We have attempted to minimize this difficulty by using efficient beam 

The ion current is related to the trapped electrons by simple balance conditions. 
The time rate of change of the number of trapped particles, NT, is 

where I- is the injected beam, f is the fraction of the beam trapped by the initial cork- 
screw resonance, and T, T 

times, respectively. The AT, AL refer to the areas on the velocity surface of area A 
where particles a re  trapped by the magnetic mirrors  o r  lost through the mirrors.  Since 

and T~ are the transit, gas-scattering, and helix-decay 
g’ 
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gas scattering is assumed to be isotropic in velocity space, a scattered particle has 
equal probability of landing anywhere on the velocity surface. Since the area associated 
with the loss cone is smaller than the total area, the probability of scattering out of the 
trap is reduced by %/A. 
region is reduced by AT/A. 

Similarly, the probability of scattering into the trapped 
The ion-balance equation is 

--we- dN+ NT It  
dt - T+ q '  

where I, is the collected ion current, and T+ is the ionization time. In the steady state 
we have 

*T f + - -  
g 

T A  

AL 1 +-- 
g 

A T  
1 - 

TH 

With no corkscrew 

(3)  

Notice that the ion current is larger than one would expect on the basis of the beam 
alone. The factor (AT/AL) is due to the gas trapping of particles scattered out of the 
beam on its passage through one mirror and out of the other. When the corkscrew is 
turned on, we have 

TH I+ = I-f 7 
t 

(5)  

under the assumption that T A ~ / A T  << 1 and T 

5:l mirror ratio, where AT/A = 0.9 and A/AL = 10. Taking the ratio of Eq. 5 to Eq. 4, 
we get 

< A T which is certainly true for a 
g H AL g' 

I, (helix on) A fTH 
It (helix off) AT T 

L - -- - 

Figure XVI-7 shows an experimental measurement of I+ as a function of helix 
current. The rise in I, at 3 2 . 5  amps corresponds to the measurement of wind-up as a 
function of helix current from retarding potential measurements shown in Fig. XVI- 1. 
The critical nature of the adjustment to obtain the best trapping is illustrated by the 
narrowness of the peak. At the peak we can assume that f = 1 and obtain an estimate of 
particle lifetime in the trap. 
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and 

T~ = 18.2 psec. 

This is quite consistent as an upper limit on the long-lived group decay measured by the 
pulse technique. Because the function f is unknown away from the peak, this lifetime 

MIRRORS 12.5 amps 

M A I N  FIELD 1.89 amps 

B E A M  CURRENT 3.2 p A  

I O N  CURRENT ZERO 12.0 nano A 

Fig. XVI-7. Ion current produced by corkscrew trapped particles. 

estimate is the only piece of quantitative information obtainable from curves such as are 
shown in Fig. XVI-7; however, the adjustment of the system parameters for optimum 
trapping is indicated by the peak in such a trace and this was used an an optimizing 
criterion for the pulse measurments. 

The second peak in Fig. XVI-8 shows that trapping occurs for currents higher than 
the corkscrew design current. 
field which require 

This is due to the design equations for the corkscrew 
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I cos x = constant, 
0 0 

where Io is the helix current, and xo is the field-particle phase of a particle in the 
design orbit. As Io increases the design orbit shifts toward xo = r/2. Since the beam 
is adjusted for a specific entrance phase, increasing Io shifts the beam into an unstable 
orbit. 
completely unwound in the first few turns of the corkscrew. 
particles is indeterminate. 
shows, however, that it takes up a phase near n/2. 

orbit, and the beam can be wound up again. 

For sufficiently high currents, the unstable beam particle can be wound up and 
The phase of these unwound 

A simple consideration of the forces on the unwound particle 
This is near the phase of the design 

3. ( I  Dis so ciat ion If Experiment 

We have shown that the dominant loss mechanism for particles that have been trapped 
by means of a resonant nonadiabatic perturbation is the resonant scattering occurring 
when a trapped particle experiences a local resonance with the perturbation. 
suggested3’ that one can avoid this loss by dissociating the injected particles so  that 
they can no longer satisfy the resonance relation 

It has been 

0’ 
where p(z) is the varying pitch of the perturbation super-imposed on a uniform field, B 

For molecular ion injection, the velocity of the dissociated ion is the same as that 
of the injected molecule, but its mass is decreased by half. 
becomes an inequality, 

Thus for this particle, Eq. 7 

and no local resonance is possible. Notice that Eq. 8 can be rewritten 

q(2Bo) P(Z) 
v‘  2rm (9) I I  

Now, if we design a corkscrew (that is, specify p(z)) to trap a particle of velocity v 
and mass m in a magnetic field Bo, and then study the interaction of the same particle 
with the corkscrew in a field 2Bo, Eqs. 8 and 9 tell us that we are  studying the 
dissociated-particle interaction. Figure XVI- 8 shows the situation in velocity space 
with a loss cone equal to that in our experiment. In a full-scale injection experiment, 
molecular ions of mass 2m and velocity v/2 are  trapped by a resonance on the inner 
velocity surface. Dissociated ions wi l l  remain on the same velocity surface, but since 
their mass is decreased by two, their resonance region is located on the outer surface 
in this figure. 
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Fig. XVI-8. Velocity-space diagram of "dissociated" particle experiment. 

In our experiment we can study the escape of these dissociated particles in a partic- 
ularly simple fashion. W e  adjust the apparatus so that the trapping resonance lies on 
the outer surface of Fig. XVI-8 and inject a beam of electrons withv / v =  1/2 and 
i / v  = 0. Since these electrons are on the inner velocity surface, they cannot be trapped 
by the corkscrew resonance; however, while they pass through the region between two 
magnetic mirrors,  gas scattering will trap some of them. In other words, gas 
scattering wi l l  populate the inner velocity surface with a low density of electrons. We 
can then study the nonresonant effects of the perturbation on these particles. Because 
the surface is thinly populated in a continuous fashion and the perturbation will cause 
only a small change in the gas- scattering equilibruim, the sensitive ion- collection 
technique was chosen as the initial diagnostic. 

beam current with no corkscrew. The linearity of the curve is predicted by 
Eq. 4 as 

I1 

Figure XVI-9 shows a measurement of ion current as a function of electron 
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I t  = (q)k)-* AT T 

The gas within the apparatus was not known precisely, but the slope of this curve yields 
its average ionization cross section. For p = 2 X Torr  and a mirror ratio of 5, 

at ( ? )  = 2.4 X em2. 

For  comparison, the ionization cross section for 1600-volt electrons on C02 is 

2 ut(COz) = 7.8  X cm . 
Since the residual gas in the apparatus is probably composed of heavy molecules, the 
low ionization cross section indicates approximately 30 per cent collection efficiency. 

Fig. XVI-9. Calibration curve for ion collector. 

Since the corkscrew does not contribute to the trapping, f = 0 in the particle-balance 
equations. Therefore the dependence of the ratio of ion-to- electron current on pressures 
as shown in Fig. XVI- 10 is given by 

The main pressure dependence is from I+, but as the corkscrew is turned on and T* 

decreases from 00, the slope of the curve in Fig. XVI-10 is seen to change. The ratio 
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E3 

k 
Z = 
3 
P 
4 2 -  
rr 

of ion current with the corkscrew off to that with the corkscrew on is given by 

6 ,  

5 -  

4 -  

3 -  

1 -  

In Fig. XVI-10 the slight downward slope, as pressure is increased, is hidden in 
the fluctuations caused by the fact that the system pressure could only be varied in 
a gross manner by blanking off the pumps. The first and last points were the most 

ION CURRENT ( CORKSCREW OFF ) 
ION CURRENT ( CORKSCREW ON ) ( 25 amps ) - - u w w  " 

0 I I I I I I I I I 
0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 

PRESSURE ( X TORR) 

Fig. XVI- 10. Pressure variation of ion current. 

stable, and they do show a small downward slope of the correct magnitude (-370). 
The general agreement between Figs. XVI-9 and XVI-10 and Eqs. 1-6 serves as 
an indication of the validity of these equations. 

In order to study the dissociated-particle interaction, an x-y recorder was used to 
record the ion current as a function of helix current. Then Eq. 12 was used to obtain 
the lifetime of particles attributable to the helix scattering as a function of helix current. 
Figure XVI- 11 shows the result plotted on a log-log scale. A power law fits the data 
over a sevenfold increase in the perturbation strength. 
rent saturated because the helix itself began to trap particles. At lower currents the 
perturbation of the gas scattering was  too weak to be seen accurately, but the curve does 
break away from the law in the direction of longer lifetime, as one would expect. 

The surprising aspect of this result is the 3/2 power dependence of the lifetime. The 
diffusion theories that have been advanced to cover the nonresonant scattering2' regime 
led one to expect 

At higher currents the ion cur- 
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r H a ( 2 7 .  

The result of this experiment indicates a much faster loss of particles than 
had been predicted on these earlier theoretical bases. A confirmation of this 

Fig. XVI- 1 1. Lifetime of "dissociated" 
electrons. 

HELIX CURRENT 

behavior by another diagnostic technique is clearly required to determine the 
origin of this enhanced loss. 

J. F. Clarke 
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A. WORK COMPLETED 

1. STATISTICS OF SWITCHING-TIME JITTER FOR A TUNNEL DIODE 
THRESHOLD -CROSSING DETECTOR 

This study has been completed by D. E. Nelsen. 
partial fulfillment of the requirements for the Degree of Doctor of Philosophy, Depart- 
ment of Electrical Engineering, M. I. T. , May 1966. 

A. G. Boee 

It was submitted as a thesis in 

2. STATE -VARIABLE APPROACH TO CONTINUOUS ESTIMATION 

This study has been completed by D. L. Snyder. It was submitted as a thesis in 
partial fulfillment of the requirements for the Degree of Doctor of Philosophy, Depart- 
ment of Electrical Engineering, M. I. T. , February 1966. 

H. L. Van Trees 

3. DIRECT-CURRENT CONVERTER USING TWO-STATE MODULATION 

This study has been completed by D. H. Wolaver. It was submitted as a thesis in 
partial fulfillment of the requirements for the Degree of Master of Science, Department 
of Electrical Engineering, M. I. T. , May 1966. 

A. G. Bose 

* 
This work was supported by the Joint Services Electronics Programs (U. S. Army, 

U. S. Navy, and U. S. Air Force) under Contract DA 36-039-AMC-O3200(E) , the National 
Aeronautics and Space Administration (Grant NsG-496), and the National Science Foun- 
dation (Grant GK-835). 

?This work was supported by the National Aeronautics and Space Administration 
Grant (NsG-334). 
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4. DIGITAL SIMULATION OF AN FM BAND-DIVIDING DEMODULATOR 

This study has been completed by V. Castellani. It was submitted as a thesis in 
partial fulfillment of the requirements for the Degree of Master of Science, Department 
of Electrical Engineering, M. I. T. , May 1966. 

H. L. Van Trees 

5. EFFECTS OF DIRECTIONAL RADIATION FROM VIOLINS UPON THEIR 
RECORDED SOUND 

This study has been completed by V. Nedzelnitsky. It was submitted as a thesis in 
partial fulfillment of the requirements for the Degree of Bachelor of Science, Depart- 
ment of Electrical Engineering, M. I. T. , May 1966. 

A. G. Bose 

6. A TRANSISTORIZED FILTER FOR THE REDUCTION OF PULSE-TYPE NOISE 

This study has been completed by J. M. Steele. It was submitted a s  a thesis in 
partial fulfillment of the requirements for the Degree of Bachelor of Science, Depart- 
ment of Electrical Engineering, M. I. T. , May 1966. 

A. G. Bose 

7. SUBJECTIVE STUDIES OF SPEECH QUANTIZATION 

This study has been completed by R. W. Koralek. It w a s  submitted as a thesis in 
partial fulfillment of the requirements for the Degree of Bachelor of Science, Depart- 
ment of Electrical Engineering, M. I. T. , May 1966. 

J. D. Bruce 

8. DESIGN AND CONSTRUCTION OF A TAPE DELAY SYSTEM 

This study has been completed by P. D. Wolfe. It was submitted a s  a thesis in 
partial fulfillment of the requirements for the Degree of Bachelor of Science, Depart- 
ment of Electrical Engineering, M. I. T. , May 1966. 

J. D. Bruce 
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R. Yusek 

A. BLOCK-CODING BOUND FOR COMMUNICATION ON AN INCOHERENT 
WHITE GAUSSIAN NOISE CHANNEL 

1 Introduction 

The system under consideration employs binary coding of antipodal waveforms to 
transmit information over a phase incoherent bandpass channel corrupted by white 
Gaussian noise.' The phase is uniformly distributed over the interval (0, ZIT), and is 
assumed to remain constant over the entire codeword. The codewords consist of N binary 
code letters, say 710tf or I ' l l ' .  

waveform -% +i(t), likewise a I'1" is mapped into +% Oi( t ) ,  where EN is the energy 
per dimension, and the set of waveforms {+i(t)} is orthonormal. 
chosen at random from an ensemble such that each code letter is equally likely to be 
a "0" or I t l "  and is independent of all other code letters. 
system is that which would be obtained by assigning messages at random to the vertices 
of a hypercube. 

Because of the random phase, the channel has memory, that is, the likelihood prob- 
ably on the entire codeword, p(g/gi), does not factor into a product of probabilities over 
the individual code letters. Here si is an N-dimensional vector whose components a re  
the projections of the signal representing the ith message onto the set -#i(t)}. The nota- 
tion si will also be used to signify the codeword itself. Likewise, r is a vector repre- 
sentation of the received signal. 

If the i~ code letter is a 1 1 0 ~ ~ ,  the modulater forms the 

The codewords a re  

The resulting code-modulation 

It is known that for the equivalent phase-coherent system the ensemble aver- 
age probability of e r ro r  is bounded above by 

* This work w a s  supported by the National Aeronautics and Space Administration 
(Grant NsG- 334). 
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where Ro = 1 - log2(l + e  -EN/N~)  . is the largest value Ro may take on for the inequality 
above to be valid for all N1; RN = (log2M)/N is the source rate in bits/channel symbol 
when the source consists of M equiprobable messages. If a bound of the form 

- -N( Rb-RN) 
P'(e) S 2 

is to be valid for the incoherent channel, Rb must necessarily be less than or equal to 
Ro, since the e r ror  performance of the incoherent channel cannot be better than the 
coherent one. We shall show that in fact the bound on P t ( e )  is valid for Rb = Ro. 

2. Derivation of the Bound 

For simplicity, assume that the ($i(t)} constitute a set  of nonoverlapping time dis- 
placements of some pulse type of waveform. 
words a re  a string of these pulses, some multiplied by +% and some by -%. Now 

Thus the signals representing the code- 

say message m is  sent, the ensemble average probability of e r ror ,  given mk sent, is k 
- 
P(e/mk) = C P [ G ~ } ~  ~ [ e / m ~ , ( ~ ~ } ] ,  

all codes 

where P[ {si}] is the probability of a particular code, ki}. 
ability of error ,  given m sent and given the code bi) is used. 
upper-bounded by using the union bound 

P[e/mk, Gi}] is the prob- 
This probability can be k 

M-- 1 

i = O  
(ifk) 

where P2(_si, _sk) is the probability of e r ror  between two equiprobable signals, sk and 
s.. Combining these relations yields 
-1 

M- 1 

(ifk) 

Now consider two signals -si and 
Fig. XVIII-1 for h = 4, N = 10. 

to obtaining a closed-form expression for p(e) ;  an upper bound proves much more useful. 
To bound F2(giDsk) assume that signalsk is sent and a hypothetical receiver designed 

h of whose components differ (hS%), a s  shown in 
The exact expression for P2(gi,gk) does not lend itself 
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Fig. XVIII-1. Example of two signals with N 6 h/2. 

for the signal set bi, gk) is allowed to observe only the h positions where the signals 
differ and another set  of h postions where the signals a re  the same. This receiver can- 
not have a smaller probability of e r ror  than the optimum receiver operating on all  N 
positions, hence its performance upper-bounds P2(gi, gk). Notice now that deleting the 

segments of the signals that the receiver does not observe (the shaded segments in 
Fig. XVIII-1) leaves 2 orthogonal signals, each with energy 2hEN. It is well known that 
the optimum receiver for two equally likely, equal-energy signals in the incoherent white 
Gaussian noise channel has the probability of error ,  P1, given by 

1 - E / Z N ~  
P1 = y e  9 

where E is the energy in a signal. Hence 

The possibility still exists that h, the number of positions where the signals differ, 
is greater than N/2. For this case, P z ( ~ i , ~ k )  is bounded by restricting the hypothetical 

Fig. XVIII-2. Example of two signals with N 2 h/2. 
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receiver to observe the N-h positions where the signals a re  the same and only N-h 
positions where the signals differ. Figure XVIII-2 shows two signals for which N = 10, 
h = 6; the shaded segment covers the two positions not observed by the suboptimum 
receiver. Again, the portions of the signals which the receiver observes a re  
orthogonal - this time with energy 2(N-h)EN. Hence 

The next step is to take the average of P2 (zit gk) over the code ensemble. Since the 
bounds on P2(gi,gk) are  functions only of h, the number of positions where the signals 
differ, this can be accomplished by averaging over h. 
ability of signals differing in exactly h positions is 

For this code ensemble, the prob- 

hence, for even N, 

Relabeling indices, we have 

The left summation is greater by one positive term than the right sum, therefore 

Extending the summation to N gives 

This can be expressed in closed form by using the binomial theorem. 
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c 2  -NRo t Ro = 1 - log2 ( 1 t e  -EN/N~) 

Completing the proof, we obtain 

MRN where M = 2 . 
This result is independant of k, hence 

and R 
simple modification yields the same bound for odd N. 

is identical to the exponential bound parameter for the coherent channel. A 0 

3. Discussion 
2 It has been shown that the bound 

for the coherent channel is exponentially the tightest possible bound at the critical rate, 
It therefore follows that this is also true for the incoherent less than capacity. 

RC’ 
channel at the same rate, since 

It is interesting to note that the tightest exponent was acheived by a random-coding 
scheme that forms codewords by choosing code letters independently. Although this is 
always the best strategy for a memoryless channel at Rc, there is no a priori reason 
to expect it to be optimum in a channel with memory. 

and binary coding of orthogonal waveforms on the incoherent channel. 
code letter is mapped into one of two equal-energy orthogonal waveforms instead of 
antipodal waveforms. For this system it can be easily shown that the average probability 
of e r ror  is bounded by 

An interesting comparison can be made between the result described in this report 
Here each 

where 

QPR No. 82 21 3 



(XVIII. PROCESSING AND TRANSMISSION OF INFORMATION) 

is the largest value of R; for which the bound is valid for all N, and EN is the energy 
per orthogonal waveform. 
energy a s  the antipodal case to achieve the same value of the exponential bound param- 
eter; consequently, just a s  in the coherent case, binary orthogonal signaling is 3 db less 
efficient than binary antipodal signaling. 

Notice that this signaling scheme requires twice a s  much 

J. A. Heller 
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A. A CHARACTERIZATION OF ESSENTIALLY CONTEXT-SENSITIVE LANGUAGES 

The object of this report is to give a characterization of essentially context-sensitive 
languages (i. e. ,  context-sensitive languages that are not context-free) and, for that 
matter, a characterization of context-free languages among context-sensitive languages. 

automata with erasure : 
We begin by introducing a restricted type of linear-bounded automata, linear-bounded 

Definition. A lba M is said to be a lba with erasure i f  M contains in its alphabet 
a special symbol C+I that does not affect computation in any way, i. e. , if M scans a 
square with the symbol (p it will  not replace it by another symbol, wil l  not change its 
states, and will  continue to move in the same direction as it has moved into the scanned 
square (namely, continue to move to the right {left) if it has moved to the right (left) or 
stay on the scanned square i f  it has stayed there). 
M is divided into three disjoint subsets, &, s-l, and-s0 in such a way that M is in one 
of the states in_S+l (_S-,, or -o S ) just after it has moved to the right (left or not moved), 
and further for every instruction of the form 

1 

More exactly, the set  of states of 

(9 , S) e (a, T, D) 
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a is 9 ,  T is S, and D is t1, -1, or 0 according as S is 

is accepted by M if there is a computation of M which accepts x in the usual sense of 
acceptance by a lba and i f ,  moreover, at the end of the computation the tape contains 
only 4 1s. 

ance with erasure. 
to see that lba with erasure are  as  powerful as lba in the general sense; we state without 
proof the following proposition. 

accepts L with erasure. 

3-1, orso .  
We define the notion of acceptance by a lba with erasure M as  follows: a string x 

Acceptance by a lba with erasure in this sense may be referred to by accept- 
In spite of the apparent specialization of the notion of lba, it is easy 

Proposition. 

Now, let M be a lba with erasure and for each pair of states (Si, S.) of M let [Si's.] 

If a language L is accepted by a lba, there is a lba with erasure that 

J 3 
be the set of strings accepted by the lba with erasure M. 
except that its initial and final states are redefined as  Si and S., respectively. 

We shall say that x is partitioned into y and z in [Si, S .] 
if (i), given x as  an input, there is a computation C of M with Si and S. as  the initial 
and final states, respectively, which accepts x with erasure, and (ii) C is divided into 
two successive subcomputations C1 and C, in such a way that, during C1 and C,, M 
scans, respectively, only the subtapes on which y and z are  printed originally. In 
other words, at the beginning of the computation C, M is scanning the leftmost element 
of x (it is also the leftmost element of y) in the state Si; at some moment M will  scan 
the leftmost element of z for the first time, say, in the state Sk; this must be the end 
of the subcomputation C, and at the same time the beginning of the subcomputation C,; 
at this moment y has all been replaced by 9 Is; after this M will  never go to the left 
of the square that it is then scanning. 

[Sk,Sj], respectively, for some S 
z are in [Si, Sk] and [Sk, S .] with some Sk, respectively, then x is partitioned into y 
and z in [Si's.]. 

that x is decomposed into an interior y and two boundaries v and w in [Si's.] if there 
is a computation C with the initial and final states Si and S. which accepts x with 
erasure and wi l l  be divided into three consecutive subcomputations C1, C,, and Cg in 
the following way. At the beginning of the first subcomputation C, (i. e. , actually at the 
beginning of the entire computation) M is scanning the leftmost element of v (i. e. , the 
leftmost element of x). During the subcomputation C1, M stays inside the subtape on 
which v is originally written. At the end of C,, M wil l  drop off the right edge of that 
subtape and scan the leftmost element of y in the state, say, Sk. This is at the same 
time the beginning of the subcomputation C,. During C,, M stays entirely inside the 
subtape on which y is originally written. At the end of C,, this subtape contains only 9 1s 

which is the same as M 
1, j 

J 
Let x = yz be in [Si, S.]. 

3 J 

J 

If x is partitioned into y and z in [Si, S.], then y and z are  elements of [Si, Sk] and 
J 

Conversely, i f  x is in [Si, S.], x = yz, and y and k' J 
J 

J 
Let x be again in [Si, S .] and let x = vyw, where v, y, and w are  non-null. We say 

J 

3 
J 
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and M drops off the right edge of this subtape, scanning the leftmost element of w in 
the state, say, Sg. 
any square of the entire tape, but the subtape on which y is originally written does not 
affect the computation in any way, since it now contains only 9 1s. 

at the end of the entire computation) the entire tape contains only 9 1s and M drops off 
the right edge of the entire tape in the state S 

w of a decomposition are  elements (i. e. ,  strings of length 1). 

Then the final subcomputation C3 begins. During Cg, M may scan 

At the end of C3 (i. e. , 

j* 
In the sequel we are  interested only in such cases for which the two boundaries v and 

We have the following theorem. 
Theorem. Let M be a lba with erasure. If for any pair of states (Si, S .) and for any 

string x of length greater than 1 in [Si,S.], x can be either partitioned into two sub- 
strings or decomposed into an interior and two boundaries of length 1, then the language 
L(M) accepted by M is context-free. 

J 
3 

Proof. For  each pair of states (Si,S.), let us now consider [S S.] as a nonterminal J i' J 
symbol for a grammar G, and let 

[si, 'j] [si? sk][sk, 'j] 

be a rule of G for any i, j ,  and k. Further, let 

be a rule if there exists x in the set  [Si, Si] which can be decomposed into an interior y 
and boundaries a and b in [Si,S.], where-y is in [Sk,Se]. Further, if an element a is 
in [Si, S.], let 

J 
J 

be a rule of G. 
M let 

Finally, let S be the initial symbol of G and for each final state Sf of 

be a rule of G, where So is the initial state of M. 
erated by G. 

Schutzenberger: 
Corollary 1. 

context-free. 
Proof. 

storage a ~ t o m a t o n . ~  It is easy to see that a real-time pushdown storage automaton can 
be regarded as a lba with erasure with the property stated in the theorem. 

Then, L(M) is just the language gen- 

From the theorem we obtain a well-known result that was first due to Chomsky and 
2 

If a language is accepted by a pushdown storage automaton, it is 

A pushdown storage automaton can be simulated by a real-time pushdown 

Actually, Haines derived this result from the equivalence of pushdown storage 
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automata to real-time pushdown storage a ~ t o m a t a . ~  In his construction of a context-free 
grammar equivalent to a real-time pushdown storage automaton he refers to the instruc- 
tions of the automaton rather than to its states as  we did above in the proof of our 
theorem, and it would seem that the significance of the correspondence of the grammar 
and the automaton is not sufficiently clarified. Furthermore, he did not relate the notion 
of real-time pushdown storage automata to that of linear-bounded automata in an explicit 
way. Hence, although our theorem is a fairly straightforward generalization of his 
result, it may be of some interest, in particular, when we relate it to the fact that 
linear -bounded automata are the automata-theoretic counterpart of context-sensitive 
grammars, that is, that a language is context-sensitive if and only if there is a linear- 
bounded automaton that accepts it.4 In fact, our theorem will  give a certain character- 
ization of essentially context-sensitive languages. Let us first put it in the following 
way. 

Corollary 2. A context-sensitive language L is not context-free if and only if for 
any lba M with erasure that accepts it there exists a string in it which cannot be 
accepted by a completely localized computation of M. 

The precise meaning of completely localized computation is a s  follows. Given a 
string x, consider a computation C starting at the left end of x with a state Si and 
ending at the right end of x with a state S and with the tape filled entirely with + 1s. 

This computation is said to be localized if (i) x is partitioned into y and z in [Si,S.], 
J 

where y is in [Si,Sk] and z is in [Sk,Sj] for some Sk, and the computation C consists 
of two successive subcomputations C and C2 which correspond to this partitioning of 
x into y and z, or (ii) x is decomposed into an interior y and two boundaries a and 
b and C consists of three successive subcomputations C1, C2, andC3 which corre- 
spond to this decomposition of x into a, y, and b. A computation C of x is said to 
be completely localized if (i) x is of length 1 ,  or (ii) if C is localized with respect 
to a partitioning of x into y and z and the corresponding subcomputations C1 and 
C2 are both completely localized, or (iii) C is localized with respect to a decom- 
position of x into a, y, and b, and the corresponding subcomputation of the interior 
y is completely localized. In brief, a computation is completely localized if x is 
processed by gradually partitioning and decomposing it until single elements are 
reached . 

j' 

1 

Let us reformulate Corollary 2 in terms of (general) lba. We define the notion of 
partition and decomposition with respect to a lba similarly to those notions with respect 
to a lba with erasure, except that in this case we do not require that after each subcom- 
putation of a partition or after the subcomputation of the interior of a decomposition the 
corresponding subtape is filled with + ' s ,  but we do require of a decomposition that what- 
ever is left on the interior subtape after the second subcomputation of the decomposition 
does not affect the computation during the last subcomputation of the decomp~si t ion.~ We 
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then define the notions of localized and completely localized computations with respect 
to a lba in the same way a s  with respect to a lba with erasure. 

Now, given a lba M, we can construct a lba with erasure MI which is equivalent to 
M in such a way that if x is accepted by a localized computation of M it is accepted by 
a localized computation of MI. Indeed, MI can be constructed, in brief, by equipping 
M with a device that erases symbols (i. e.,  replaces them by 9)  on the tape. Thus, we 
have the following corollary. 

any lba M that accepts L there is a string in L which cannot be accepted by a com- 
pletely localized computation of M. 

by a completely localized computation of M is obviously a subset of L which is respon- 
sible for the degree of complexity of L as  a context-sensitive language and itself cannot 
be, for example, context-free. 

S.-Y. Kuroda 

Corollary 3. A context-sensitive language L is not context-free if and only if for 

L and M being a s  in Corollary 3, the set of all strings of L which cannot be accepted 

6 
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previous case of lba with erasure, a s  the set of strings that are accepted (this time 
in the general sense without erasure) with the initial and final states Si and S 
tively. Then, on the one hand, it remains true that the product set [Si, Sk][Sk, S .] is 
a subset of the set  [Si, S.]. But, on the other hand, it does not hold that a[Sk, S i b  is 
a subset of [Si, S .] i f  there exists a string x in [Si, S.] which is decomposed a s  ayb 
with y in [Sk,Sd. Thus, the proof of our theorem cannot be generalized directly to 
the general case without erasure. 
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6. Actually, the notions of lba and context-sensitive grammars are not essential restric- 
tions in developing the ideas pursued in this report, and our theorem and corollaries 
can be generalized a s  statements in terms of Turing machines and unrestricted 
rewriting systems. On the one hand, this generalization is rather straightforward 
conceptually, but, on the other hand, its exact formulation would become greatly 
involved, since we must formulate a type of Turing machine that is allowed (not only 
to add at the edges but also) to insert a piece of tape between two squares. Thus we 
have restricted ourselves here to dealing with cases within the machinery that is 
readily available at present. 
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A. COGNITIVE PROCESSES 

1. AN ILLUSION THAT DISSOCIATES MOTION, OBJECT, AND MEANING 

If one looks for a minute at a simple Archimedes (arithmetic) spiral that is rotating 
approximately 2-3 times per second, and then looks at something else, the second 
object wil l  appear to change size and sometimes distance also. The direction of change 
in the second object is exactly opposite to that of the spiral: i f  the spiral rotates 
"inward," the aftereffect is an expansion of visual objects; and i f  the spiral rotates 
l1outwardytt the aftereffect is a contraction. By "inward" we mean clockwise in 
the spiral of Fig. XX-1. It is sometimes assumed that this illusory motion of 

the spiral is based on the same mechanism 
as that for the usual illusion of visual appar- 
ent motion, or "phi motionYm as it is some- 
times called. This assumption is probably 
wrong; the two illusions seem to have dif- 
ferent mechanisms. We shall describe a new 
illusion that seems to dissociate the motion 
aspects of the spiral aftereffect from the 
location of objects in space and, in turn, 
from the interpretation of those objects. 

Fig. XX-1. Spiral of Archimedes. Let a target be prepared that consists of 

* 
Thie work was supported in part by the Joint Services Electronics Programs (U. S .  

Army, U. S .  Navy, and U. S. Ai r  Force) under Contract DA 36-039-AMC-O3200(E), and 
in part by the National Science Foundation (Grant GK-835), the National Institutes of 
Health (Grant 2 PO1 MH-04737-06), and the National Aeronautics and Space Administra- 
t ion (Grant Ns G- 496 ) . 
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a regular matrix of crossing lines (Fig. XX-2), the whole target subtending, say, 20" of 
visual angle on each side, and the squares 
within it occupying approximately 0.5" 
each. A subject who looks at this matrix 
will  report it as  regular and with all the 
squares apparently of the same size (as 
in fact they are  drawn.) He tends to see 
some lightening and darkening in the 
areas in which the vertical and horizon- 
tal  lines cross, but this is eliminated if 
he is not permitted to look too long 
(more than a few seconds) at the matrix. 
Now let the subject look at a spiral 
whose diameter is 4" visual angle. As  it 
rotates "inward" a number of curious and 

Fig. XX-2. Square matrix. interesting visual distortions occur in its 
shape and color. Typically, there is 

some lightening of the black regions and darkening of the white; all subjects see the 
motion of the spiral; and the larger number of them report a change in the apparent depth 
of the figure: the spiral takes on the appearance of a three-dimensional coil, the inner- 
most part appearing most distant (or nearest when the rotation is outward"). These 
apparent changes have been noted many times in the past hundred years, but still are 
not satisfactorily explained; so we proceed, having acknowledged their existence, to the 
main observations. 

After looking at the spiral for a minute, let the subject transfer his gaze to a 
single square of the large matrix, one near its center. He then reports that many 
of the small cells (Fig. XX-2) change size drastically; for example, by a factor of 
10-20. Not all of the cells change size; rather, only those change that occupy a region of 
the matrix that corresponds in angular subtense to the region previously stimu- 
lated by the spiral. That is to say, if the spiral had occupied approximately 4" visual 
angle, the cells of the matrix that fall within a diameter of 4" centered on the square 

chosenfor fixation are the ones that subsequently appear to change in size. Many 
subjects also report that the apparent distance of the cells also changes. In fact, then, 
what is usually reported is that a small region of the large matrix changes in size and 
apparent distance as a result of looking at the spiral. 
what was said above. What is not expected is that simultaneously with a change in the 
apparent size and distance of some of the cells, no discontinuity with the remainder 
appears. The illusion therefore consists in the logically impossible situation that part of 
a two-dimensional array changes size and distance without undergoing any discontinuity 

This itself is to be expected from 
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in the lines that join it to the remainder of the figure. How can this be explained? 
Let it be assumed that there a re  at least three distinguishably different"systems" in 

the visual nervous apparatus: one system is concerned with the perception of contours; 
a second with the perception of motion; and the third with interpretation or llmeaning." 
We have shown previously that the usual form of illusory motion (the stroboscopic 
motion created by motion pictures or television) actually seems to have little to do with 
the actual processing of motion; rather, that effect seems to be due to a perceptual 
filling-in or impletion between the successive locations of a discontinuously displaced 
object.' That motion is truly illusory in that it is imposed on the output of the contour- 
perception system, and not of any motion-detection system. With the rotating spiral, 
on the other hand, the visual apparatus is actually stimulated by a truly moving figure. 
The changes in visual objects that a re  seen after looking at the rotating spiral must be 
interpretations imposed on the motion-detection system. This belief is supported by the 
fact that sustained observation of stroboscopic motion (an impletion from the contour- 
detection system) does not yield any of the changes in figure properties of a subsequently 
looked-at target that occur after looking at a rotating spiral. 
unique motion-detection system is activated by the rotating spiral, and a contour- 
detection system by stroboscopic motion. 
large matrix results from the fact that such discontinuities, if they existed, would be 
detected by the contour-detection system, not by the motion system. 
recognition of the logical paradox of the absence of discontinuities must be due to still 
another system, which is concerned with interpretation or "meaning" at a higher level 
than object recognition. It might also be pointed out that unlike the case with many per- 
ceptual illusions whose paradoxial nature causes some discomfort or annoyance, there is 
no such sense present with this illusion. In fact, most observers (and we have tested 
50) usually fail to note the paradox until it is pointed out. Still, the precise mechanisms 
that mediate the interaction of the motion and object-detection systems have still to be 
worked out, as have the rules that govern the.formation of impletions. 

Thus we believe that a 

The failure to observe discontinuities in the 

Furthermore, the 

P. A. Kolers 
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B. PICTURE PROCESSING 

1. OPTIMUM BINARY CODE 

Introduction 

Some progress has been made on the problem of optimum binary code as discussed 
in previous reports1' ': (a) Conjectures 2 and 3 of an  earlier report 2 have been proved 
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h 

to be true; and (b) A computer simulation has been carried out for the special case of 
3-bit codes. These wi l l  be described briefly here. Also, a general expression has been 
derived for the mean-absolute e r ro r  of the natural code, which is reported in Sec- 
tion XX-B. 2. 

Average Noise Power of Reflected-Binary Gray Code 

A general expression w a s  derived for the average noise power (i. e . ,  mean-square 
e r ror )  of the reflected-binary Gray code.3 We state this result as 

THEOREM 1. Consider the transmission of integers over a BSC, using fixed-length 
binary block codes. 
2n - 1, then the mean-square e r ro r  for the reflected-binary Gray code is 

If the input data are  uniformly distributed over the integers 0 to 

1 - 2p 4n - (1-2p)n 1 Gn = - (4n-1) - - 6 2 4 - (1-2p) ' 

where p is the probability of e r ro r  of the BSC. 
1 After some manipulations, we have, from Eq. 1 and Eq. 1 of ourprevious report, 

the following theorems. 
THEOREM 2. Under the same assumptions as in Theorem 1, w e  have 

where N is the mean-square e r ror  of the n-bit natural code. 
Under the same assumption as in Theorem 

n 

1 that p C z, we have 
THEOREM 3. 

N n S  Gn. 

(2)  

1, and assuming further 

(3) 

That is, the natural code yields a smaller mean-square e r ro r  than the reflected-binary 
Gray code. 

Computer Simulation of 3-bit Codes 

A computer program has been written* and run, which calculated the mean-square 
and the mean-absolute e r rors  of all possible 3-bit codes and gave the results as poly- 
nomials in p, the e r ror  probability of the BSC. 

It w a s  found that the natural code yields both the minimum mean-square e r ror  and 
1 the minimum mean-absolute error ,  for p Sz. 

same mean-absolute e r ror  as the natural code, but has a larger mean-square e r ro r  than 
the natural code for p Cy. 

The reflected-binary Gray code has the 

1 

T. S. Huang 
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ERROR IN FIXED-LENGTH NONREDUNDANT CODES 

Let us  assume that we have Zn equiprobable signals with values 0, 1, 2,. . . , 2n-l 

and we wish to code these in terms of binary n-tuples, to be transmitted through a binary 
symmetric channel. 

1 Harper has proved the following theorem. 
THEOREM. To obtain a code that minimizes the average absolute e r ror  when only 

one e r ror  per signal is considered, assign zero to an arbitrary vertex of the binary 
n-cube, and, having assigned 0, 1 ,  2, . . . , 1, assign L t 1 to an unnumbered vertex (not 
necessarily unique) which has the most numbered nearest neighbors. 

n- 1 The value of this minimum average e r ror  is ( Z n - l )  p(1-p) 

We shall derive an expression for the absolute e r ror  of the "Harper codes" when all 

which is quite easy to 
compute. 

possible combinations of e r ro r s  are  allowed. 
Define an equivalence relationship such that two possible coding schemes are in the 

same equivalence class i f  and only i f  they give the same mean absolute e r ro r  for all 
values of p. 

THEOREM. 
The details of the proof wi l l  be pmitted, but it hinges on the fact that in a serial  

listing of a Harper code corresponding to the signals 0, 1, . . . 2n - 1 (see Fig. XX-3) 
i f  the group of codes on lines Q, p 0 mod Lo through Q, t Qo - 1; 0 < lo S Zn; 0 C ll S 
Zn - 2 are flipped around their mid-point, the average e r ro r  for any particular combi- 
nation of e r rors  does not change. These flipping operations generate all of the Harper 
codes starting from any particular one, if  we consider the different permutations pos- 
sible on the columns of the codes. 

The codes obtained by the Harper scheme form an equivalence class. 

It is conjectured that the above-mentioned class has the least average absolute error ,  

THEOREM. The average absolute e r ror  for the class of codes obtained by the 
but we have not been able to prove this yet. 

Harper scheme is p(2"-(1-~)~)/(1+p). 
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- Proof: We shall prove this by calculating the average absolute e r ro r  for a specific 
member of the class of codes obtained by the Harper scheme, namely the so-called 
"natural code" that assigns to each number its binary representation. 

CODE SIGNAL LINE 

--001 1 1 Fig. XX-3. Harper code. 
o--- - - -  
0- - - - - - - - 010 2 2 

Consider the occurrence of k e r rors  in the codes such that the leftmost e r ro r  in the e:;) 
m- 1 ml 2ml-l 

binary representation is at the mth bit from the right. For each signal there are  
such possible errors.  We note that for any signal I with binary representation 
x x  
representation x n x n-1 

bits m , m2, . . . , mk-l, m;mi < m S n, the absolute e r ro r  in I is 2 

1 ~ ~ - ~ .  . . xl;xi = 0 or 1, there exists also a signal I' with binary n n - l * . *  X m t l  
m+l Oxm-l . . . xl. Now for any combination of k e r rors  on 

X 

- (-1) 1 
X X 

. For this same combination of e r rors  in I' the m2 2m2-1 .. . - (-1) mk-l 2mk-l-1 (-1 1 
X X 

k-1 2mk-l-1 . The proba- 
ml-1 m 

absolute e r ror  in PI is Zrn" t (-1) m1 2 t . . .  + (-1) 
bility of occurrence of such an e r ro r  is ( l - ~ ) ~ - ~  pk for both I and PI, and these two are  
assumed to be equiprobable themselves. It follows that the average absolute e r ror  for 
any k e r ro r  with leftmost e r ror  at bit m is 2 m- 1 , as all of the other terms cancel out 

in computing the average over the ensemble. 

The average absolute e r ro r  is I E I = 
n 
Z 

m= 1 

- - 
pm - I cml , where p, = the probability that 

the leftmost e r ro r  is on bit m, and 
e r ro r  on bit m. 

I is the average absolute e r ror  with leftmost m 
Now we have just shown that I = 2m- 1 and p is (1-p) n-m p, so 

iq = 5 (l-p)n-m p 2 m- 1 

m= 1 
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= Pen-( 1-P)5/( l ip)  

Q. E.D. 
Calculation of the number of equivalence classes and, in fact, a complete classifica- 

tion of them in terms of their associated er rors  appear to be within the realm of possi- 
bility and will form part of the further investigation of this problem. 

A. Gabrielian, T. S. Huang 
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3. EFFECT OF BSC ON PCM PICTURE QUALITY 

Introduction 

The current trends in communication point in the direction of PCM.l In particular, 
the transmission of pictures by PCM has attracted wide attention.' In order to design 
a PCM picture-transmission system efficiently, it is desirable to collect data on the 
effects of system parameters on received picture quality. 

tive effects of noise in analog picture-transmission systems have been studied exten- 
sively. No data are available, however, on digital systems. For binary PCM 
transmission systems, a first approximation to many practical channels is the binary 
symmetric channel (BSC) without memory. The e r ror  probability, p, of the BSC is a 
parameter which can be traded off with other system parameters such as  the energy per 
bit of the signal. 

The purpose of the present report is to give some results on the subjective effect 

An important factor in a communication system is the channel noise. The subjec- 

3 -8 

of the noise introduced in the received pictures of a PCM system by the BSC. 
ically, such noise was compared, with regard to its subjective effect, with noise intro- 
duced by an additive white Gaussian channel to a PAM transmission system. The latter 
was chosen as  a standard because its appearance is similar to that of the familar "snow" 
that is observed on a home television screen. 
a general nature, and were transmitted for  the purpose of entertainment. 

Subjective tests were then carried out to compare the objectionability of the two types 
of noise. 
found true of all three pictures that for high signal-to-noise ratios the white Gaussian 
noise is more objectionable than the BSC noise, while for low signal-to-noise ratios the 
reverse is true. The crossover point lies approximately in the range 16-20 db peak 
signal-to-rms-noise ratio, and tends to occur at a higher signal-to-noise ratio for a 
picture having more details. 
the difference between the brightness of the received picture and that of the transmitted 
picture. 

Specif- 

It was assumed that the pictures were of 

The two systems were simulated on an IBM 7094 computer to produce noisy pictures. 

Three original pictures, varying in the amount of details, were used. It was 

The noise used in the signal-to-noise ratio calculation was 

Generation of Noisy Pictures 

The noisy pictures were generated on an IBM 7094 digital computer. 

a. Digitalization of Pictures 

A digital scanner9 w a s  used to sample and quantize pictures and to record the digit- 
alized data on magnetic tape in a format compatible with the IBM 7094 computer. For  
the present study, 256 X 256 samples were taken of each picture, and the brightness of 
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each sample was quantized to 128 levels, or 7 bits. 
for computer processing. The processed picture was written on an output magnetic tape 
by the computer. The digital scanner was  again used to display the processed picture 
from the output magnetic tape on a cathode-ray tube, from which a hard copy of the 
picture was taken. 

The magnetic tape was used as input 

b. PAM Picture Transmission through an Additive White Gaussian Channel 

Independent Gaussian random variates with mean zero and variance one were gen- 
erated, and then the received picture r(x,y) was obtained from the transmitted picture 
s(x, y) by the following equation: 

where x and y are the spatial coordinates of a picture sample, and nl(x,y) = Gaussian 
random variates with mean zero and variance one, independent from sample to sample, 
and independent of S(X, Y). The peak signal-to-rms noise of the received picture r(x, y) 
then is 

A (+-Ib = 20 log-, U 

where A is the peak signal value. In our case, A = 127. 

c. PCM Picture Transmission through a BSC 

We assumed that a straight binary code was used for the brightness levels of the 
picture. 
ulated as  follows. 
tribution (over the unit interval [0, 11 w a s  generated. 
same as  or different from the transmitted bit, according a s  this random variate w a s  
greater than p, or was less than or equal to p. 

The noise is defined as 

The binary symmetrical channel (with e r ro r  probability 0 S p S 1) was sim- 
For each signal bit, an independent random variate with uniform dis- 

The received bit was set to be the 

Again, we use s(x, y) to denote the transmitted picture, and r(x, y), the received one. 

n(x,y) = - s k y )  (3) 

Young and Mott-Smith10 have shown that, under certain conditions (in particular, if the 
probability distribution of the brightness levels in the picEre s(x,y) is flat, or if it is 
symmetrical with respect to the mean), the noise power n2 is related to the error  prob- 
ability by 

- 
2 q B - l  

3 n =  
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where B is the number of bits in each code word. In our case, B = 7. The probability 
distributions of the pictures used in our study did not exactly sagsfy the conditions for 
the validity of Eq. 4; however, actual computer calculations of n yielded results that 
fitted Eq. 4 almost perfectly. 

2 

d. Pictures Generated for  This Study 

Three original pictures were used: a face of a girl, a scene with a cameraman as a 
central object, and a crowd. 
five each for the cameraman and the crowd. For each original picture and each signal- 
to-noise ratio, two noisy pictures were generated: one containing white Gaussian noise 
and the other BSC noise, resulting in eight noisy pictures for the face, and ten noisy 
pictures each for the cameraman and the crowd. The signal-to-noise ratios used are 
listed in Table XX- 1. 

Four signal-to-noise ratios were used for the face, and 

Some of the noisy pictures are  shown in Fig. XX-4. 

Subjective Tests and Results 

Two types of subjective tests were carried out: paired comparison, and matching. 
In all tests, hard copies of the pictures were shown to the observers, and the viewing 
distance was 15 inches, which is six times the picture height. 
was 2. 5 in. X 2. 5 in. 

The size of the pictures 

a. Paired Comparison Tests 

The objective of these tests was to find out, for a given signal-to-noise ratio, which 

Each observer was shown two noisy pictures at a time. 
of the two types of noise, Gaussian or BSC, was more objectionable to human observers. 

These two pictures had the 
same subject matter and the same signal-to-noise ratio, but one picture had Gaussian 
noise and the other, BSC noise. 
ferred to watch, say, on a television screen. 
picture of the cameraman. 
observers . 

The observer was asked to choose the picture he pre- 
Forty observers took the tests with the 

For the pictures of the face and the crowd, there were 15 

The results of these tests are  given in Table XX-2. The number corresponding to 
(i. e. , at the intersection of) a particular noise type and a particular S/N represents the 
total number of observers who preferred that noise type to the other type at that S/N. 
For  example, 21 observers preferred BSC noise to Gaussian noise at an S/N of 24, for 
the picture of the cameraman. 

b. Matching Tests 

The objective of these tests was to find out, for two pictures with the same subject 
matter but different types of noise (Gaussian noise in one, and BSC noise in the other) 
to be equally objectionable to human observers, what should be the relation between their 
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Table XX-1. Peak signal-to-rms noise ratios, S/N, used in 
this study, with the corres~ondii rms  noise, 

BCS, p. u, and th'k e r ro r  probability-of thr 

Face 
12 

8 I z I 10 
20 12.5 
16.5 1 17 

31 
Cameraman 

8 I g t  I 12.5 

I I 

( C )  

Fig. XX-4. Some noisy pictures. 

P 

.03 

.055 

.07 

.18 

. 01 

.02 

.03 

.055 

.18 

.02 

. 0 3  

.055 

.07 
18 

( d )  

(a) BSC noise with p = .03  
and S/N = 20 db. 
20 db. (6) BSC noise with 
(d) Gaussian noise with SA = 12 db. 

(b) Gaussian noise with S/N = 
= . 18 and S/N= 12 db. 
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Table XX-2. Results of paired comparison tests. 

(a) Face 

20 16.5 

13 8 

2 7 

Type of noise 
16 12 

4 0 

11 15 

BSC 

Gaussian 

Type of noise 

BSC 

Gaussian 

Total number of preferences for picture 
with various (S/N)db 

. 

24 22 20 16. 5 1 2  

21 24 28 5 1 

19 16 12 35 39 

(b) Cameraman 

Type of noise 

BSC 

Gaussian 

Total number of preferences for picture 
with various (S/N)db 

22 20 16.5 16 12 

11 13 6 4 0 

4 2 9 11 15 
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Table XX-3. Results of matching tests. 

Type of noise 

BSC 

Gaussian 

(a) Face 

Type of noise 

Rank for picture with various (S/N)db 

24 22 20 16. 5 12 

1 2 3 4 5 

1.7 2.5 3. 2 3. 7 4.5 

(b) Cameraman 

Type of noise 

BSC 

Gaussian 

22 20 16. 5 16 12 

1 2 3 4 5 

1.3 1.9 2.5 3. 0 4.4 

(c) Crowd 

Rank for picture with various (S/N)db 
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From Paired Comparison 

signal-to-noise ratios. 
The pictures with BSC noise were ordered according to their signal-to-noise 

ratios. The picture with the highest S/N w a s  given rank 1 ,  the picture with the second 
highest S/N was given rank 2, and so forth. This set  of pictures w a s  put in front of the 
observer. He was  then shown a picture chosen at random from the set  of pictures with 
Gaussian noise, and asked to match it, according to noise objectionability, with the set  
of pictures with BSC noise. The Gaussian picture was assigned a rank equal to that of 
the BSC picture to which it w a s  matched. 
BSC pictures, it was given a rank equal to the average of the ranks of the two BSC 
pictures. 

If the Gaussian picture was  rated between two 

Thirty-five observers were tested for the picture of the cameraman, and 15 for the 
pictures of the face and the crowd. 
all observers are given in Table XX-3. 

The ranks of the Gaussian pictures averaged over 

From Matching 

Evaluation of Data 

Cameraman 
Crowd 

a. General Trends 

16.5-20 16.5-20 

16.5-20 20-22 

From Tables XX-2 and XX-3, we see that for high signal-to-noise ratios, more 
observers preferred BSC noise to Gaussian noise, while the reverse was true for low 
signal-to-noise ratios. 
from either Table XX-2 or Table XX-3. 

The ranges in which the crossover points lie can be obtained 
They are listed in Table XX-4. 

I Face 16-16.5 1 I 16-16.5 

W e  see that the results from the two methods agree with each other except in the case 
of the crowd. Even in that case, however, inspection of Table XX-3(c) reveals that the 
crossover point according to the matching tests  is very close to 20 db. The data of 
Table XX-4 indicate that as  the amount of detail in a picture increases, the crossover 
point moves to a higher signal-to-noise ratio. 

The general trends discussed here may probably be explained in the following man- 
It is evident from Fig. XX-4 that the Gaussian noise degrades the entire picture ner. 
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25 

20 

Y 

;? 
2;; 

7 L  gz 
$2  
$t; 10 

25 15 

I V  

E O  
UF Q Q  
up: 0. 

5 -  

0 

- Also, at a given signal-to-noise ratio, 
more details would tend to be obscured 
by the dots (and therefore the noise would 
appear more objectionable) in a picture 
with a large amount of detail such as 
the crowd picture, than in a picture with 
a small amount of detail such as a face 

/ 
/ 

- / 

/ / 
- 

/ 
/ 

/ picture. 
- 

/ 
/ b. Isopreference Curves 

/ 
Isopreference curves (i. e. ,  curves / 

/ 
,’ I I I I I expressing the relation that the signal- 
0 5 10 15 20 25 

Fig. XX-5. Isopreference curve for the to be equally preferable) were obtained 
from Table X X- 3 .  This w a s  done by picture of the face. 

5t // 

estimating the signal-to -noise ratios of 
BSC pictures corresponding to the ranks 
of the Gaussian pictures listed in 
Table XX-3. If a rank m satisfied 

k < m < k +  1 ,  (5) 

where k was an integer, and if the signal- 
to-noise ratios of BSC pictures corre- 
sponding to ranks k and k t 1 were a and 
b, then, c, the signal-to-noise ratio of 
the BSC picture corresponding to rank m 
w a s  estimated as 

///.. 
/ 

/ 
/ 

/ 

0 5 10 15 20 25 c = a - (m-k)(a-b). ( 6 )  
PEAK SIGNAL-TO-RMS NOISE 

RATIO OF GAUSSIAN PICTURE (db) The isopreference curves for the 
three original pictures are plotted in 
Figs. XX-5, XX-6, and XX-7. The solid 

Fig. XX-6. Isopreference curve for the 
picture of the cameraman. 
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0 5 10 15 20 25 

PEAK SIGNAL-TO-RMS NOISE 
RATIO OF GAUSSIAN PICTURE (db) 

Fig. XX-7. Isopreference curve for the picture of the crowd. 

lines a re  the linear least-mean-square fit to the data points. The dotted lines 
are  the lines with unit slope on which the Gaussian and BSC pictures have the same 
signal-to-noise ratios. These plots express in a quantitative way the general trends 
that we have discussed. 

T. S. Huang, M. T. Chikhaoui 
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C. PATTERN- RECOGNITION STUDIES 

1. COMPUTER SIMULATION OF BIOLOGICAL PATTERN GENERATION: 
A PRELIMINARY REPORT 

Introduction 

A complete survey of the field will not be attempted here. Rather, reference is made 
to the excellent book by C. H. Waddington which discusses in some detail the problems 
of biological pattern generation, or  morphogenesis, and its relation to genetic information. 

may only be specifying a particular sequence of bases in RNA molecules, and through 
it a collection of amino-acid sequences in proteins, the over-all pattern of development 
and morphogenesis is the result of a hierarchically ordered set of interactions between 
genes and gene products, and between genes and the external environment. This set of 
interactions is analogous to an ordered list of instructions concerning the way in which 
any particular pattern is going to be generated. This contrasts sharply with the old- 
fashioned notion that morphogenetic information is like a blueprint of the generated 
pattern. 

In the work reported here, an attempt is made to simulate the generation processes 
of a variety of biological patterns. 
an analog of the natural process. Such an analog may contribute toward the understanding 
of the following problems. 

1 

Several lines of evidence suggest that although the DNA base sequence in the genome 

A successful simulation of a generation process is 

(i) The setting of an upper limit to the minimal amount of information required to 
specify any particular pattern. 
or an amount of DNA, and compared with what is known to be required. 

This limit could then be expressed a s  a number of genes, 

(ii) The organized set of generation rules may be the most economical language with 
which to describe and classify complex biological patterns. 
a class would then be described by the set  of values of the adjustable parameters of the 
generation program for its class. 

Any particular pattern in 

(iii) Although several different simulation programs may generate the same 
it is very likely that the characteristics of such programs might suggest pattern, 

some general requirements for the natural generation process of any one class of pat- 
terns. More definite conclusions might be reached about the minimal degree of 
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complexity which is required. 
(iv) For complex biological patterns, the simulating analog programs may be very 

useful in suggesting plausible hypotheses to explain the mechanisms of the natural gen- 
eration processes, and in designing experiments to test these hypotheses. 

Problems of Determinism] Randomness, Autonomy, and Resolution in Pattern Generation 

Many natural biological patterns contain a great deal of redundancy in terms of 
repeating substructures. They also vary a great deal in the degree of deterministic 
reproducibility which they attain. A hierarchically ordered list of morphogenetic 
instruction seems to be the most efficient way to generate such patterns with a minimal 
amount of information in their specifications. Following the Dancoff-Quastler principle 
of the natural tendency of stored information to be degraded unless balanced by selection, 
we may expect therefore that the generation of any particular pattern wil l  contain the 
minimum amount of determinism and resolution which is compatible with an optimal 
performance of its task or function. 

We may now classify biological patterns according to their performance functions 
and the type and amount of information which they can receive while they a re  being gen- 
rated. 

a. CLASS I 

In this class, performance depends critically on accurate matching or complementing 
an existing pattern with no possibility of interaction or exchange of information during the 
generation process. In this class of patterns] the generation process must be accurately 
specified intrinsically and be free from noise above the level of tolerance. 

Common examples a r e  genetically determined morphological or behavioral patterns 
that a r e  important in the interaction between individuals, either of the same species, 
such a s  sexual or parental patterns of color and innate behavior, or of different species, 
such as in parasite-host interactions or in mimicry. 

scales in different cases. 
size of the average protein molecule, i. e. , -10 A or "10 cm3, or possibly the size 

of an 'active site,' which is of the order of "10 A or cm . This degree of res-  
olution in the specification of patterns may be reached in the structure of viruses and 
in structures that a r e  responsible for specificity in cellular interaction, including ferti- 
lization and conjugation. In most other patterns, however, the degree of resolution is 
much coarser, being of the order of cell size, i. e., cm3, or even of the order 
of organ pattern, i. e. , "10 For each pattern it should be possible to relate loss 
of performance with increasing relative variance, or relative noise, at each level of 

The level of tolerance of deviation from the norm must be measured by different 
We may consider the elementary building blocks to be of the 

3 3  3 
5 3  -1 8 

-3 3 cm 
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resolution. 
of the deviation from the norm. 
by using a relative scale. 
patterns, and is intuitively in agreement with a natural scale for comparing amplitudes. 

Alternatively, loss of performance can be related to the absolute magnitude 
A better way to express and compare deviations may be 

This takes care of the tremendous range of size of different 

b. CLASS I1 

Performance in this class depends on an accurate matching or complementing by a 

forming pattern of another pre-existing pattern with which it has considerable interaction 
during the generation process. 
patterns develop in intimate contact with each other and are regulated one by another. 

intrinsic responses to external signals from neighboring pre-existing patterns. 
information content of a pattern in this class is derived in part from adjacent pre- 
existing patterns. 
to some limited phases of the generation process. 
layout of a branching pattern is the result of signals received from a pre-existing 

branched pattern, but that the details of the pattern a r e  determined autonomically. 

Examples a r e  many patterns of differentiation in which 

In this class of patterns, the generation processes must be specified in terms of 
The 

The dependence on signals from other patterns may be restricted 
Thus, it is possible that the general 

c. CLASS I11 

Patterns in this class have a performance function that depends only on certain few 
properties of the patterns and does not depend on detailed structure. 
for example, the distribution of small vessels in many tissues of both animals and plants, 
the distribution of hairs, small feathers, and so forth. It is suggested that the generation 
process of such patterns involves a repeated operation of a few generation rules under 
some specific boundary conditions and constraints. It might also respond to signals from 
other pre-existing patterns or from the external environment. 

Such patterns are ,  

Hierarchical Patterns and Their Generation by a Sequential Process 

One useful assumption about many patterns seems to be that they have a hierarchical 
structure. By this is meant that they appear to have several levels of organization which 

are  only loosely interdependent. For example, the pattern of distribution of many mul- 
tiple organs, such as hairs, may have little effect on the structure of each hair and on its 
associated structures. Thus it is most likely that the generation process determines at 
first the spatial distribution of such organs and only later on, and somewhat independ- 
ently, it determines the detailed structure of each organ, apparently by applying repeat- 
edly an identical subroutine. In many cases, the distribution at some levels varies with 
only a few constraints on spacing and angles of branching, while the detailed structure 
of each element or the large-scale distribution is highly deterministic and autonomous. 

In motile animals, the level of basic large-scale organization is highly deterministic 
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and is accurately specified genetically. 
in many instances, much less deterministic, the detailed pattern having a large random 
component. 
deterministic. Finally, at the intercellular level, the patterns a re  again less precisely 
determined. 

In plants, on the other hand, the large-scale level of organization is much more 

The intermediate level of detailed spacing is ,  

The level of organization of specific small patterns may again be highly 

plastic. 
ronment. 
the colony is the result of the interaction of some branching rules with external signals. 

One would expect to find in general that (I) At those levels of organization in which 
the generation process is less accurate there is a greater tolerance of deviationfrom the 
mean. (11) On the other hand, when the generation process is deterministic and accurate, 
one might expect to find (a) that small induced deviations from the norm wil l  cause a 
large decrease in performance or viability; (b) alternatively, an accurate and deter- 
ministic generation process may be the result of a simple deterministice generating pro- 
cedure may be most economical in the information content of its instructions. In such a 
case, it would be possible to modify extensively the detailed outcome without decreasing 
very much the viability. 

expectation of reproduction when relatively equal changes a r e  induced in patterns, a s  
measured in units of relative variance. 
for different hierarchical levels of a pattern. 
very different from the tolerance at another level, which is in agreement with observed 
differences in natural variance at different hierarchical levels. 

It usually follows some branching rules and interacts strongly with the envi- 
This is similar to the case of colonial forms of corals, in which the form of 

The above-mentioned expectations may be restated so as  to predict equal changes in 

These expectations could hold independently 
Thus, the tolerance at one level may be 

Developmental and Genetic 'Noise' or Variance 

Developmental variance may be defined a s  made up of two parts. The first part i s  
the variance of the pattern when both genetic and environmental factors a r e  uniform. The 
second part is the additional variance that results when the genetic factors a r e  uniform 
and the environmental factors vary within their normal range. 
called the 'intrinsic' developmental variance, and the second part, the 'normal' or nat- 
urally induced variance. 

and a re  subject to selection. 
expected to be reached and remain stable under any particular combination of genetical 
and environmental conditions. 

The measurement of variance can be made between or within patterns of a single 

The first part may be 

Both the intrinsic and the induced developmental variances a r e  under genetic control 
An optimal distribution of developmental variances is 

organism, or between organisms in a population. 
measured between different organisms in a population. 

The genetic variance can only be 
It is the additional variance in 
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a population when all normally occurring genotypes are  taken into account. The 
expression of genetical factors usually depends on evironmental conditions during devel- 
opment. Alternatively, genetic variance may be looked upon as a factor determining the 
developmental variance. When genetic constitution is identical, such a s  in identical twins, 
pure inbred lines, and so forth, and under identical external conditions, the variance 
between organisms may be expected to approach the variance within organisms. 

Methods 

The generation of particular biological patterns has been simulated by the application 
of an ordered set of generation rules. The set of rules has been derived for any par- 
ticular pattern from what was thought to be known about the way this pattern w a s  gen- 
erated naturally. The rules w e r e  modified and extended so a s  to increase the 
resemblance between the output of the simulation and the natural pattern which was being 
simulated. Furthermore, alternative sets of rules have been tried in order to test their 
uniqueness in generating the pattern. 

of their generation and representation. Success with this class of patterns wil l  be followed 
by exploring the possibilities of generating more complex, interacting patterns in three 
dimensions. Special display techniques will be needed in order to represent computer 
output for three-dimensional patterns in a form that could be simply and clearly visu- 
alized and recognized. 

Simple patterns in two dimensions were tried first ,  because of the relative simplicity 

Thus far, our results deal only with simulation of two-dimensional branching patterns. 
This class of patterns is characteristic of venation patterns in leaves and in other flat 
or layered structures. 
of such patterns by using the smallest number of arbitrary parameters, and the simplest 
possible generation rules. 

As we have said, we attempted to simulate the generation process 

a. Growth Rules 

(i) Growth occurs at the tips of branches. 
(ii) The amount and angle of growth is determined by the intensity of the local density 

field, the direction and magnitude of the gradient of this field, the previous angle of the 
free end of the branch, and the tendency of the growing branch to persist in its original 
direction in spite of the gradient in density field. 

(iii) The density field around a point is computed by taking 36 sample points at 10" 
intervals at a unit distance from the central point and taking as a measure of the density 
at  each sample point the sum of the squares of the reciprocals of the distances to all 
neighboring parts of the pattern. The direction of the negative gradient and its magni- 

tude a r e  then computed by interpolation. 

(iv) The extent of growth UG is given by 

QPR No. 82 241 



(XX. COGNITIVE INFORMATION PROCESSING) 

DGT - DMIN 
DGT ' U G = U *  

where U is the unit distance, DMIN is the local minimum in the density field, and DGT 
is a limiting density above which no growth can occur. (Negative growth is not allowed.) 
The value of DGT determines the limiting density of the pattern as a whole. 

(v) Growth angle GA is given by 

SA ST t GRA GR 
ST t GR GA = J 

where SA is the angle of the f ree  end of the branch, ST is the inertial factor for growth 
direction, GRA is the direction of the negative gradient of the local density field, and 
GR is the magnitude of the gradient. 

A continuous iterative application of these growth rules leads to unlimited growth 
except when the minimum local density exceeds the limiting density for growth, i. e. , 
when DMIN > DGT. 
in the periphery of the already existing pattern. 

direction in space, or in the direction of a particular area or boundary in the growth 
space. 

In general, the growth wi l l  be directed toward the unoccupied space 

(vi) Growth may be directed to various extents by biasing the density field in any one 

b. Branching Rules 

It is the branching rules that, to a large extent, determine the final form and texture 

(i) The density is computed for each potentially branching point in the pattern in 

(ii) Branching probability P R B  is computed according to the equation 

of the generated pattern. 

exactly the same way a s  for the growing points. 

DBT - DMIN . DB - DBL . DD - DDL 
DB DD ' PRB = DBT 

where DBT is the limiting density for branching, DB and DD a r e  the distance from base 
and apex of the segment, respectively, and DBL and DDL a r e  the respective limiting 
distances. DMIN has the same meaning a s  in the growth eqwtion. 

(iii) A random trial  decides in each iteration whether branching will actually occur. 

(iv) Branching angle BRA is determined in the same way a s  growth angle with the 
addition of a standard angle BRAS and a persistence factor, STBR. Thus 

BRAS STBR t GRA - GR 
STBR t GR BRA = 

A continuous application of these branching rules, together with the unidirectional 
growth rules (i)- (v), wil l  generate uniformly spreading patterns which wil l  assume an 
approximately circular shape, irrespective of the initial direction and asymmetry. 
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Fig. XX-8. Several stages in the growth of a simulated branching pat- 

tern (a-d). The persistence factors for growth and branching, 
ST and STBR respectively, are both zero, so that both growth 
and branching always follow the negative gradient of the local 
density field. An intermediate spacing of the branches is 
caused by intermediate distances between branching points, 
DBL for the distance from a basal branching point and DDL 
for the distance from the distal end of the segment. 
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Fig. XX-9. The only change from the patterns in 
Fig. XX-8 is that dense branching is 
caused by low values of the limiting 
distances between branching points, 
DBL = 1.0 and DDL = 1.0. The tend- 
ency to assume a diffuse circular 
shape is obvious. 

Fig. XX- 10. This treelike pattern is caused by increasing the limiting 
distance from the distal end of the segments, DDL = 10.0, 
while maintaining the limiting distance from the basal end 
at a low level, DBL = 1.0. 

Fig. XX- 11. A directed treelike pattern is generated 
by biasing both growth and branching in 
the direction of the Y axis. 
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Fig. XX- 12. (a-c) A hierarchically organized pattern is generated by having the limiting 
distances for branching vary with the total number of points in the 
pattern, NT. Both growth and branching a re  undirected. 

NT range DBL DDL Figure 
0- 20 1.0 1.0 (4 

20- 100 8.0 1.0 (b) 
100-200 1.0 1.0 (c) 

(d-e) These patterns a re  generated by the operation of a special branching 
rule once early in the generation process. This rule generates a 
number of branches symmetrically spaced in relation to the primary 
axis, and with equal angles between them. Growth is slightly biased 
upwards during some stage of the generation process to give a leaf- 
like pattern. 
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(v) Branching may become directed in the same way as growth by introducing a bias 
in the local density field in any one direction in space or in the direction of a particular 
area or boundary. Growth bias and branching bias may be entirely independent, although 
they tend to reinforce each other if they a r e  in the same direction. The whole pattern 
may thus be made to assume a directional asymmetric shape by growing and branching 
in a preferred direction. 

Both growth and branching rules may have their parameters changed as a function 
of either some local property of the pattern or some property of the pattern a s  a whole. 
This introduces a hierarchical element into the generation process, as required for the 
simulation of biological pattern generation. Thus, a specific branching subroutine may 
be applied only once at a particular early stage in the growth of the pattern which will  
determine the shape and relations of the primary branches of the pattern. 
the parameters may be a function of distance from a local perturbation in the growth 
space, which may result in specific morphogenetic effects of the perturbation. 
branching may be completely inhibited in segments that have some particular connec- 
tivity characteristics, such a s  having a particular rank order, being a side branch to a 
main branch, or not having a f ree  growing end, and so forth. 

Alternatively, 

Also, 

Results and Conclusions 

Some representative examples of stages in the growth of the simulated patterns a r e  
Detailed descriptions and explanations a r e  given shown in Figs. XX-8 through XX-12. 

in the legends for each figure or group of figures. 
Note that in al l  figures a circle indicates the initiation point. 

a thick line a re  'old' segments, i. e. , they no longer branch or grow. 
Segments marked with 

Although preliminary in nature, our results seem to show the usefulness of the 
approach: First, by demonstrating the variety and richness of patterns that can be gen- 
erated by a very limited set of adjustable parameters; second, by establishing an unam- 
biguous and quantitative method for investigating the generation process of an important 
class of patterns; and third, by providing a working language for a synthetic approach 
to the problem of specification and classification of growing patterns in general. 

D. Cohen 
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A. WORK COMPLETED 

These  repor t s  s u m m a r i z e  S. B. theses  submitted to the  Department of Electrical 
Engineering, M. I. T. ,  May 1966. 

1. HIGH SPEED ELECTROMECHANICAL SHUTTER FOR VISUAL NEUROPHYSIOLOGY 

An electromechanical  shu t te r  capable of interrupting a light beam, 7 mm in  diameter ,  
in less than one millisecond was  needed f o r  use  in a visual  st imulator.  By  overdriving a 

8 
This  work was  supported by the  National Insti tutes of Health (Grants 2 PO1 

MH-04737-06 and 5 R01  NB-05462-OZ), t h e  Joint  Services Elect ronics  Programs (U. S. 
Army,  U. S. Navy, and U. S. A i r  Force) under Contract  DA 36-039-AMC-O3200(E), the  
National Science Foundation (Grant GK-835), and the  National Aeronautics and Space 
Administrat ion (Grant NsG- 496). 

tVisiting Associate Professor from the  Moore School, Universi ty of Pennsylvania. 
$Also at Eaton-Peabody Laboratory,  Massachuset ts  Eye  and Ear Infirmary,  Boston, 
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From the Department of Elect ronics ,  Weizmann Institute of Science, Rehovoth, 
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pen motor with a vane mounted on the stylus to interrupt the light, a rise time of 0.7 
msec and a fall time of 0.8 msec were achieved. 

J. M. Hahn 

2. COMPUTER SIMULATION OF SEQUENCE OF ACTIVATION IN FIBRILLATING 
HEART 

A program for simulating a trial fibrillation, similar to one reported by Moe, 
1 Rheinholdt, and Abildskov was developed for a PDP-1 computer. A square array of 

2500 cells (50 X 50) was  used to represent a cylindrical surface. Wave fronts leaving 
the right edge re-enter on the left. A cathode-ray oscilloscope display w a s  used, with 
spots of light indicating active cells. 

Once a cell has fired, it can activate the adjacent four cells (two on upper or lower 
edge) in succeeding time intervals that depend on the time at which the inactive cell last 
fired. 
if  it is in the "resting state" it wil l  fire on the next cycle. During the "relative 
refractory" period delays of 1 to 5 intervals are  introduced. Heterogeneity in the popu- 
lation of cells was introduced in a separate program that distributed randomly the 
length of the absolute refractory period between two limits. 

With no randomness present, circus movements were observed with specific excita- 

These results a re  consistent, for example, with those predicted by 

If an adjacent cell is in the "absolute refractory" period, it wi l l  not fire at all; 

tion patterns, and the failure of stimulation at one or more points to produce sustained 
activity was noted. 
Wiener and Rosenblueth. 2 

When the refractory period w a s  randomized in the range of 10-30 time steps, 
response to an ectopic focus was quite regular and sustained activity w a s  not observed 
after the stimulation ceased. 
spontaneous, apparently turbulent, activity w a s  observed as reported by Moe. New 
runs were made with an ectopic focus continually firing. The activity appeared to be 
just as random. The model, then, appears to be unable to distinguish re-entry mecha- 
nisms from ectopic foci as the basis of fibrillation. The use of autocorrelation to study 
the nature of the firing patterns in the model was suggested. 

The range w a s  then extended to 8-30 time steps, and then 

S. J. Hayashi 
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3 .  CONTROL OF A SERVO RESPIRATOR USING MUSCLE POTENTIALS 

The advantages of a respirator which is under full-time patient control is discussed. 
Efforts to record electromyograms from skeletal musculature involved in respiration 
are described. 
electrode which picks up muscular activity from the patient's diaphragm. 
effective method of discriminating the muscle activity of the diaphragm from the electro- 
cardiogram is presented. 
which uses this signal and includes fail-safe features. 

The system finally developed derives a control signal from an esophageal 
A simple but 

Included is a tentative design of a respirator control system 

J. L. Lehr 

4. COCHLEAR POTENTIALS IN GUINEA PIGS WITH SURGICALLY PRODUCED 
ENDOLYMPHATIC HYDROPS 

Cochlear microphonic potentials (CM), DC endolymphatic potentials (EP), and 
auditory-nerve compound action potentials (N1) were measured for a variety of stimulus 
conditions from both cochleas of animals with unilateral hydrops. Comparison of meas- 
urements between the normal and operated ears  for 14 guinea pigs showed a definite 
tendency for CM, EP, and N1 to be smaller in the operated ears, although in a few ani- 
mals the differences were not significant. Although only fragmentary histological 
results are available now, there appears to be a correlation between the diminution of 
the potentials and the degree of hydrops. 

These experiments were carried out in cooperation with M r .  Robert Kimura of the 
Electron Miscoscopy Laboratory, Massachusetts Eye and Ear Infirmary. 

R. L. MacDonald 

5. TEMPERATURE-AND HUMIDITY-REGULATING APPARATUS FOR A 
MICROSCOPE-STAGE INCUBATOR 

An automatic temperature-controlling device was designed and constructed for a 
small, partially open incubator mounted on a microscope stage. Also, an independently 
operating humidity supply designed to maintain high water vapor content of the same incu- 
bator is described. 
applicable to other situations, the microscope-stage incubator places restrictions on the 
choice of heating and temperature- sensing elements which, being reflected in the over- 
all design, results in a somewhat specialized instrument. 

W. A. Plice 111 

Although the basic parts of the temperature-controlling device are 

6 .  A HIGH SPEED ANALOG-DIGITAL CONVERTER INPUT AND COMPARATOR 
CIRCUIT DESIGN 

The design of an input amplifier, sample-and-hold comparator circuit is described 
The design is described from the initial specifications through to the in this thesis. 
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final design and includes comments on circuitry which was not used in the final device, 
as well as a description of the completed system. Particular attention was  given to the 
effects of thermal drift and component selection. The final specifications are: 

Input dynamic range 

Input coupling DC 
Sampling time 0.5 psec 
Hold time 10 psec 
Comparison time 0.04 psec 

Total drift 

1 volt peak-to-peak 
Input impedance 100,000 ohms 

0.1% for 60°C temperature change 

D. G. Tweed 

B. PSYCHOACOUSTICS 

1 .  GENERAL REMARKS 

The work in psychoacoustics during the past year can be divided into the following 

The work on binaural unmasking has consisted of preparing 
categories: (a) binaural unmasking, (b) perception of frequency ratio, and (c) prepara- 
tion for future research. 
previous results for publication, analyzing certain aspects of the phase-detector model 
of binaural unmasking, and performing an experiment to determine the dependance of 
binaural unmasking on the bandwidth of the masking noise. 
tion of frequency ratio has been concerned with the difference between the physical and 
subjective octaves and with the ability to detect small changes in frequency ratio. The 
work related to future research has consisted of an attempt to formulate a language in 
which one can construct a model for short-term memory of sounds, construct an over- 
view of psychoacoustics that wil l  allow one to relate certain topics in psychoacoustics 
which are  now treated separately, and develop instrumentation that is more flexible and 
efficient. The effort to prepare previous results for publication has resulted in two 
journal articles1' and a chapter in a book.3 The work on the phase-detector model of 
binaural unmasking, the perception of frequency ratio, and the development of new 
experimental facilities, is outlined below. 

The research on the percep- 

N. I. Durlach 
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2. ANALYSIS OF PHASE-DETECTOR MODEL OF BINAURAL UNMASKING 

(S. B. Thesis) 

The phase-detector model of binaural unmasking was proposed by Webster in 1951 1 

and Jeffress, Blodgett, Sandel, and Wood,' in 1956, to account for certain results on 
the binaural unmasking of tones masked by random noise. It is assumed that there 
exists a narrow-band peripheral filter (the "critical band") and that the effective masking 
noise can be regarded as a sine wave of the same frequency as the tone, but with a 
slowly varying amplitude and phase. 
plus noise) can be shown to depend on the interaural differences in amplitude and phase 
of the tone and noise, and the amplitude and phase of the noise relative to the tone. The 
fundamental assumption of the model is that binaural detection is based on observations 
of this interaural phase. 
interaural phase is also random. 
ties of this variable have not been adequately analyzed. 
made to compute the probability distribution function on the interaural phase for a vari- 
ety of stimulus configurations. 
in integral form and require the use of a computer for numerical evaluation. 

The interaural phase of the total signals (signal 

Since the amplitude and phase of the noise are random, this 
In previous work on the model, the statistical proper- 

In this thesis, an attempt was 

The results (which are far from complete) are presented 

J. E. BrownIII 
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3. SUBJECTIVE OCTAVES (S. B. Thesis) 

An experiment was performed to determine, for a given reference frequency, the 
nd frequency ratios corresponding to a subject's estimate of the lSt upper octave, the 2 

upper octave, and the lSt lower octave. In each case, the estimate was obtained by 
presenting the subject with a sequence of two alternating tones, one of which was fixed 
and one of which was variable, and instructing the subject to adjust the variable tone 
to the required octave. The results indicate that there is a general tendency for the 
estimates of the 1 st and Znd octaves to exceed the frequency ratios 2: 1 and 4: 1 , respec- 
tively. In most cases, the results were consistent with those obtained by Ward on "sub- 
jective musical pitch." 1 

D. Assael 
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4. JUST-NOTICEABLE DIFFERENCES IN FREQUENCY RATIO (S. M. Thesis) 

It is well known that our natural musical scale employs tones whose frequencies are  
related by simple whole numbers. A sequence of tones in this scale sounds "natural," 
whereas sequences of tones whose frequencies form more complicated ratios sound 
"strange" or "unnatural." The purpose of this project was to determine whether or not 
this phenomenon is reflected in the auditory system's ability to detect small changes in 
frequency ratio. Specifically, an attempt was made to determine the just-noticeable 
difference, Ak, in frequency ratio, k, in the vicinity of the octave (1. 90 C k S 2. 10) and 
at the major third (k = 1.25). The results of this work indicate that in the frequency 
region 350-1000 Hz and in the frequency-ratio region 1.25 S k S 2.10, the Weber frac- 
tion Ak/k is independent of k and has a value of approximately 0.006. 

A. J. Houtsma 

5. CBL 16-B: AN INSTRUMENT FOR MULTISUBJECT TWO-ALTERNATIVE 
FORCED-CHOICE EXPERIMENTS 

CBL 16-B was designed to make random selections between two stimuli in a two- 
alternative forced-choice experiment, and to decode, record, and display the answers 
of up to 10 subjects simultaneously. The apparatus allows the experimenter consider- 
able freedom in the choice and timing of the stimuli, and permits him to control the 
feedback of information to the subjects concerning correctness of response. It also 
allows him to control the probability of presentation and to observe the current and 
cumulative performance of the subjects. When used in the multisubject mode, presen- 
tations are paced by external timing devices. 
the subject may be allowed to pace the presentations himself. 
prevent the subjects from answering more than once on a given trial. 
junction with a paper-tape punch, CBL 16-B provides a complete record of the experi- 
ment suitable for computer analysis. 
for two-alternative forced-choice experiments with up to 10 subjects, it can also be used 
in experiments in which the response set consists of more than two elements, provided 
the number of subjects is appropriately limited. 

When used in the single-subject mode, 
Interlock mechanisms 

When used in con- 

Although this instrument was designed primarily 

L. Braida, N. Jordan 

6. PSYCHLOPS: A SYSTEM FOR USING THE PDP-4 COMPUTER FOR 
ON-LINE ADAPTIVE PSYCHOPHYSICAL EXPERIMENTS 

A system of computer programs, called "PSYCHLOPS," has been developed for using 
the PDP-4 computer on-line to conduct psychophysical experiments. Although any sort 

of experiment may be performed with this system, the power of the computer is not 
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generally needed unless the experiment is adaptive. 
which the parameters of each stimulus presentation may be a function of the past record 
of the subject's responses.) 

Using the PDP-4 remote console as an interface, the computer can control a variety 
of units, which in turn generate and shape the stimuli that reach the subject. Output from 
the remote console's digital-to-analog converter may be used to control a voltage- 
controlled oscillator, or for any other purpose. Level outputs from a remote console 
lamp register are  used to set a digitally controlled attenuator, and to generate pulses 
which may be used to control electronic switches, feedback lights, and so on. 
ject may signal the computer via the remote console trigger inputs. 

The PSYCHLOPS programs handle all of the stimulus presentation timing, and record 
all responses by the subject. A user of the system wishing to conduct a particular exper- 
iment need supply only three things. 
eters of a stimulus presentation. 
between stimulus presentations. Second, he must give a machine-language subroutine 
that computes, after each subject response, the parameters of the next stimulus pres- 
entation. 
tions. 

(An adaptive experiment is one in 

The sub- 

First, he must give a table specifying all param- 
This table may be altered under program control 

Finally, he must give a machine-language subroutine with final output instruc- 

When writing his two subroutines, a PSYCHLOPS user has at his disposal a large 
number of useful subroutines that are  included in the system. 
form such services as table lookup, pseudo-random digit generation, and the formation 
of DO loops (as in FORTRAN), among others. 
CHLOPS subroutines. 
and they wi l l  be properly processed by the system, in the program interrupt mode, with- 
out interfering with the stimulus and response timing. 

To use the system, the user simply assembles his source tapes with the PSYCHLOPS 

These subroutines per- 

Also, all output is handled through PSY- 
The user may give print or punch output commands at any time, 

system tapes. 
connected to the appropriate units. Operation of the system may then be directed via 
the remote console lever switches, and, if  necessary, the computer teletype keyboard. 

The system has now been in use for some time, although it is still undergoing final 
It has proved to be fairly easy to 

The ease with which 

The remote console is wheeled over to the analog equipment rack, and 

debugging. Preliminary documentation is available. 
use PSYCHLOPS to conduct complicated adaptive experiments. 
experiments may be altered merely by making small program changes makes the sys- 
tem particularly useful for experiments that are  in the developmental stage. 

L. Krakauer 
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C. GENERAL-PURPOSE COMPUTER FACILITY 

During the past 18 months, we have undertaken to h tegra te  a medium-sized digital 
computer (Digital Equipment Corporation PDP-4) into our laboratory facilities. This 
computation system provides a versatile tool for  members of the group who are working 
on a variety of different projects. The computer is located in the center of the laboratory 
and has been specially adapted to handle easily real-time, on-line experimental prob- 
lems. 
analog outputs, a special real-time clock, a magnetic tape system for mass storage, a 
special switch and digital signal interface, and provisions for operating the computer 
remotely from the experimental stations. These features offer many of the con- 
veniences of the LINC computer system,' but in a substantially larger and more power- 
ful machine. 

The full power of the computer can be focused on a particular problem simply by 
writing an appropriate program. 
special-purpose devices, each built to do a specific job of data handling o r  experimental 
control. 
usually obtainable in a special-purpose device for a single application. 

As examples of applications in connection with electrophysiological experiments, the 
PDP-4 computer has been used to perform quite flexible average -response computations 
with a minimum interval between points as low as 8 . 3  psec, up to 16 simultaneous aver- 
ages, variable time -base averaging, and averaging data simultaneously before and after 
a trigger or synchronizing pulse. The computer has been used to compute histograms 
of firing patterns of single neurons with simultaneous computation and display of both 
interval and post stimulus time (PST) histograms for up to 4 different units. 
taneous computation of average responses and histograms for single neurons has also 
been done. 

The facility contains an analog-to-digital conversion system, analog display, and 

This enables the computer to replace a variety of 

The computer system offers additionally more power and flexibility than are  

The simul- 

All of these operations can be done in "real time" and the programs are equally 
well-suited for use during an experiment or for later off-line processing from analog 
magnetic tape. In many instances, however, the last advantage offers substantial savings 
of computation time. 

In another application, the PDP-4 computer was used to determine the dependence 
of the amplitude of evoked responses on the phase of on-going alpha activity. Stimuli 

were randomly presented and EEG and stimulus information recorded on digital magnetic 
tape. 
evoked responses were separated according to the phase of the alpha cycle in which they 
occurred. Average response computations were then made for a particular alpha phase. 
A family of average evoked responses showed the dependence of evoked response on alpha 
phase. 

The tape was then scanned for the occurrence of the alpha rhythm. Individual 

This type of analysis was  possible because the data were temporarily stored, 
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and average evoked responses were computed after decisions on alpha occurrence and 
phase had been made. 

In one psychophysical study,' the PDP-4 computer used the cathode-ray tube display 
to present a visual stimulus to a number of subjects (up to 8) in a forced-choice experi- 
ment. Simultaneously, the computer checked individual response keys operated by each 
subject. The response times were recorded, displayed, and various statistics could be 
computed. The system can be arranged to present automatically randomly distributed 
stimuli and to record performance. Similar uses include the computer control of auditory 
signals in forced-choice experiments. 

The computer has also been used in waveform detection problems to analyze elec- 
trical activity observed in explanted chick embryo culturesY3 and to evaluate, manipulate 
or display data in a variety of ways. 

1. Hardware Description 

The computer shown in Fig. XXI-l.is a basic Digital Equipment Corporation PDP-4 
computer with 8192 words of 18-bit memory (8.333 psec/cycle). The system includes 
an IBM compatible magnetic tape unit and a 16-channel analog-to-digital system with an 
accuracy of 1 part in 256. Also, part of the system consists of hardware multiply and 
divide, a special real-time clock, and an analog system that drives a cathode-ray tube 
display and x-y plotter. A special relay, a switch, and a digital signal interface com- 
plete the system. 

machine time is accurately controlled, and hence used by program loops as  a time base. 
The 18-bit word memory is usually sufficient for calculations involving analog data 
(8 bits), and there is no need for multiple precision arithmetic in handling most of the 
data. 
and involved programs to reside in memory together with a substantial amount of data. 
This allows a rather elaborate data display program to be used essentially as  a sub- 
routine. The magnetic tape system provides mass storage for data and programs, and 
also permits transfer of data to or from other more elaborate systems. 

The 8. 33-psec cycle time is moderately fast and sufficient for most purposes. The 

The 8192 words of memory are  all directly addressible, and allow rather long 

The A-D conversion system is easily programmed and provides 16 inputs to a single 
8-bit converter. 
mum continuous rate of analog conversion to IBM format magnetic tape is 20,000 
sample s/sec. 

The maximum sample rate is 120,000 samples/sec, while the maxi- 

2. Remote Operation 

A remote console has been constructed to provide convenient and efficient use of the 
PDP-4 for on-line use in experimental control and analysis of data. 
sole is shown in the left foreground of Fig. XXI-2. 

This remote con- 
Five switch registers (18 bits) are  
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provided for the control of experimental parameters. 
both alphanumeric text and graphical data. 
of the display provide additional controls for various parameters. Connectors are pro- 
vided on the console for inputs to the A-D conversion system, pulse inputs for synchro- 
nizing the computer to experiments, and relay and digital output lines for controlling 
experiments. Forty-eight indicator lights provide additional output to the operator, 
while lever and push-button switches may be used to control computer operation. The 
entire remote console, connected by permanent cabling, can be moved to any of the 
experimental stations in the laboratory. 
the remote console for input, output, and control. 

The oscilloscope display presents 
The potentiometers located on either side 

Programs are generally written to make use of 

3. Summary 

A PDP-4 computer has been incorporated into the facilities of our group. The com- 
A number of puter is used to assist with a number of different experimental problems. 

special features have been added to make the PDP-4 especially well suited for real-time, 
on-line use in electrophysiological and psychophysical experiments for both experimental 
control and data analysis. Because of the flexibility of the computer, it is possible for a 
number of different users to use the same machine, and thus allow each to have access 
to a more powerful system than would be easily justifiable for a single user. 

R. J. Clayton 
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"Tissue Dynamics of Brain Tissue in vitro," Quarterly Progress Report No. 79, 
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D. TISSUE DYNAMICS OF BRAIN TISSUE IN VITRO 

Few microelectrode studies on the electrophysiology of brain tissue in culture have 
been published thus far. In 1962, Hild and Tasaki reported cellular membrane poten- 
tials (50 mV or less  and electrically stimulated action potentials (up to 70 mV) from 
cells within explants of new born rat or 7-14 day-old kitten cerebellar tissue. More 
recently, Crain and Bornstein' have observed after-discharges lasting 4-5 seconds 
caused by a single electrical stimulus applied to long-term tissue cultures of neonatal 
mouse cerebellar and cerebral cortex. These authors present strong evidence that 
functional, as  well as anatomical, connections between nerve cells are  present in 
these long-term brain-tissue cultures, thereby substantiating the potentialities of 

1 
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electrophysiological studies of the behavior of brain tissue in vitro. 
For the past few months, we have been conducting microelectrode investigations 

3 of spontaneous electrical activity occurring in small pieces (1 mm ) of living brain tis- 
sue in a suitable in vitro environment. In 1959, such spontaneous potentials were first 
detected by our group, using gross platinum electrodes. 
taneous in the sense that we did not knowingly stimulate the tissues, mechanically or 
otherwise. 
respond reversibly to anesthetics, changes in the O,, N2, CO, concentrations in the 
immediate environment of the explants, the addition of drugs such a s  strychinne and 
brucine, and changes in termperature. These changes altered the spontaneous activity 
in a manner similar to that expected from experience with in vivo preparations. 

-- 

These potentials were spon- 

Subsequent experiments (using gross electrodes) showed that these potentials 
3 

The microelectrode observations reported here were carried out on 14 day-old chick 
embryo telencephalic tissue (that used in the gross platinum electrode experiments). 
Details of the culture technique employed in these experiments have been reported pre- 
viously. 

The culture chamber was a piece of glass tubing, 18 mm in diameter, 4. 3 mm high, 
1.5 mm thick, with a 4-mm arc-shaped gap in the wall. Round coverglasses, 18 mm in 
diameter, were cemented on either end of the glass ring to enclose a piece of fritted 
glass of coarse porosity which filled the chamber, except for a sector opposite the 
opening in the glass ring. A 40-gauge platinum-wire recording electrode, insulated to 
its tip with Teflon, lay between the upper coverglass and the frit, with its tip at the 
angle of the missing sector of fritted glass. 

The frit was saturated with nutrient fluid which differed from that previously 
r e p ~ r t e d , ~  in that chick serum was used as  a source of protein and 1 cc each of a con- 
centrated solution of methylene blue in balanced salt solution, multivitamin solution and 
amino-acid solution was added to each 100 cc of nutrient fluid. Methylene blue's well- 
known property of vitally staining the granules in neurons was used, along with phase- 
contrast microscopy, to identify neurons within the explants. The concentration of 
methylene blue used here was approximately 1 per cent of that used by others for  
staining neurons. 
inum gross electrodes showed that the presence of such concentrations of methylene blue 
increased the amplitude of the spontaneous potentials and revived such activity once it 
had ceased. 
causing these changes. In our experience, spontaneous activity could be detected by the 
microelectrode in cultures with or without methylene blue. 

3 

14-day-old chick embryo brain was excised rapidly with the sharp edge of a razor and 
floated in cold nutrient fluid to remove blood and membranes. Within 15 seconds, the 
tissue was transferred into the specially designed microchamber (described above) 

4 

Previous experiments on the spontaneous activity detected with plat- 

Methylene blue's known depolarizing effect may be a possible factor in 

Approximately 1 mm of the posterolateral aspect of the right telencephalic lobe of 
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containing warm (3 5" C) nutrient fluid. 
The microchambers containing the excised tissue were transferred immediately 

after explantation to an incubator at 35°C. 
within 48 hours after explantation. F o r  this, the microchamber was  carefully trans- 
ferred to a specially designed microscope stage incubator,* which was maintained as 
close to 35°C and 100 per cent humidity as possible. 
similar in form to those previously reported were detected by the platinum gross elec- 
trodes within these microchambers. 

The microelectrode insertions were made 

Groups of spontaneous potentials 
4 

In any explant, only the cells within a small distance of surface oxygen and of a 
source of nutrient can survive. Calculation and experiment indicate that with a tissue 
of respiratory rate of some 100 micromoles of O2 per gram fresh wt. per hour, such 
as cerebral cortex, diffusion of oxygen from a solution in equilibrium with an atmosphere 
of 100 per cent O2 gives adequate oxygenation to a depth of 0. 2 mm.5 This value is 
somewhat less if atmospheric O2 is used. With the use of dimensions of 1 l~llll for 
surface area and depth of 0. 1 mm for the live portion of tissue, and the volume of 
pyramidal cell (soma plus apical dendrite) approximated a s  a sphere of radius 50 p, the 
number of living cells in the tissues used here turns out to be 200. 

2 

The microelectrodes were 3MKCL-filled glass micropipettes with tip diameters of 
less than 1 p, which typically gave the electrodes resistances between 15 and 50 M a .  A 
Medistor headstage with negative capacity compensation was used for the first -stage 
amplification (xlo), and its output was fed into both a Dana DC amplifier (x30) and the 
vertical (AC) amplifier of a Tektronix 502A oscilloscope. 
were recorded on a modified P105 Ampex tape recorder at 7 1/2 ips (1. 25 kc). 

The outputs from all 3 devices 

Placement of the electrode either into the film of nutrient fluid surrounding the 
explant or into the explant itself was done under direct vision. 

into three overlapping classes. 
The durations of tfie spontaneous signals detected with a microelectrode were divided 

1. 
2. 

Long duration signals lasting from 1/3 to 1 minute. 
Intermediate -duration signals lasting 50 -500 msec, similar to those detected 

Short-duration signals lasting 1 to 2 msec, similar to "extra cellular" and "intra- 
with platinum gross electrodes. 

cellular!! potentials observed v-. 
3. 

The general structure of the activity w a s  one of repetitive patterned sequences of 
the intermediate-duration signals separated by long periods (as long as 12 minutes) of 
no detectable activity. 
sequences. 
or alone. 
interval between sequences of the intermediate signals. 

The long-duration signals only occurred as parts of these 
Short-duration signals were detected in the explant, and occurred in bursts 

The intervals between these bursts were often regular and comparable to the 

Figure XXI-3 shows a typical sequence of intermediate signals detected by a 
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microelectrode in the nutrient fluid around the explant. 
signal is the long rise off the DC base line which occurs during the sequence. 

In this figure the long-duration 
Many 

H 
4 sec 

Fig. XXI-3. D-C recording of a typical sequence of potentials of intermediate duration 
detected in the nutrient fluid around the explant, Positive deflection upward. 

consecutive sequences of intermediate signals were detected in the film of nutrient fluid 
surrounding the explant or within the tissue, and appeared to originate from discrete 
foci within the explant. 
the periphery of the explant detected activity at some points in the film of nutrient fluid 
but not in others. The patterned sequences of intermediate -duration potentials detected 
in this way differ significantly in these different small regions of activity. A 200-300 p 

lateral movement of the microelectride tip may make the activity no longer detectable, 
and return of the tip to its original position reveals the original pattern of activity. The 
localness of the activity within the explant was suspected from multiple gross electrode 
studies on similar explants. 

A microelectrode placed close to the explant and moved along 

4 

Figure XXI-4 shows bursts of extracellular spikes (1 -2 msec) detected within the 

H 
2sec 

Fig. XXI-4. A-C recording of negative  extracellular^^ spikes detected within an 
explant. A sequence of potentials of intermediate duration can be seen 
occurring with the burst of extracellular potentials in the upper film. 
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explant. The interval between these bursts was approximately 5-6 minutes. In this 
figure a sequence of intermediate signals can be seen occurring simultaneously with a 
burst of short-duration potentials. Figure XXI-5a shows details of a typical 

Fig. XXI-5. 
(a) Details of a typical "extracellular11 spike shown in 

\ U /  Fig. XXI-4. PositiGe deflection upward. Horizontal scale : 
5 msec/cm. Vertical scale: 1. 25 mV/cm. (b) Details of 

"extracellular" spike in Fig. XXI-4. Figure XXI-5b shows an intracellular potential, 
one of a burst of potentials, detected after visually penetrating a cell whose granules 
were stained with Methylene Blue. 
shift. 
of a series of bursts of activity whose durations varied. 
explants appear to be physiologically active. 

The spike potentials were preceddd by a 30-mV DC 
The discharge pattern of the cell lasted approximately 3 minutes and consisted 

Thus the neurons in these 

To summarize, three types of spontaneous signals arise within the explant from 
These signals can be detected with a living .cells having the appearance of neurons. 

microelectrode placed in the film of nutrient fluid surrounding the tissue or within the 
tissue close to groups of histologically identifiable neurons. The intermediate signals 
occurred in repetitive patterned sequences similar to those previously reported 
using gross electrodes with similar explants. Since the long-duration signals 
occurred with the intermediate signals and the intermediate spikes were detected 
simultaneously with the fast spikes, presumably all three types of activity are  
related. 

A full report on this work has been submitted by the first author to the Department 
of Electrical Engineering, M. I. T. , in June 1966, a s  an S. M. thesis. 

P. H. O'Lague, A. W. B. Cunningham 
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E. TIME PATTERN OF COMPLEX BASILAR-MEMBRANE VIBRATIONS AND ITS 
RELATION TO PITCH PHENOMENA 

The tonal residue pitch" that arises in the perception of complex sounds presents 
an interesting subject for study for psychologists dealing with the perceptual attributes 
of hearing, as  well as  those concerned with the mechanisms of hearing. Understanding 
of the processes involved in production of the residue effect may help in the solution of 
a number of audition problems and also contribute to knowledge about the conversion of 
mechanical sound vibrations into perceptive manifestations. 

The residue effect can be demonstrated under a variety of conditions but the most 
studiedzp3 is that of a sinusoidally modulated pure tone, e.g., a pressure wave described 

by 

p(t) = P( 1 t cosot) cos W 0 t ,  (1) 

where typically wo/2n is of the order of 600-4000 Hz and w/2n is the order of 80-500 Hz. 
The subjective pitch (residue pitch) corresponding to such a complex sound is approxi- 
mately equal to w/2n, but - not precisely so unless wo is an integer multiple of 0. To a 
first approximation, the residue pitch is given by 

hw w =ut-, r n 

where n is an integer, and Ao is determined by 

wo = nu t Ao. (3) 

(Under appropriate circumstances, listeners can identify several pitches for the same 
pressure wave corresponding to values of n differing from the integer nearest wo/w by 
fl .)  The pitch given by (2) can be explained by observing that for w/wo not equal to an 
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integer the peaks of the carrier  do not occur precisely at the peaks of the modulating 

waveform. The spacing between carrier  peaks near the peaks of the modulating waveform 
is, in fact, 2m/wr. 
time interval. 
the basilar membrane vibrations into neuronal events seem to make such an assumption 
possible. 

effect resulting in a slightly larger pitch deviation from w than (2) would suggest. 
convincing explanation for this second effect has been proposed. In the following dis- 
cussion it wi l l  be argued that a possible explanation lies in the asymmetry introduced 
in the sideband energy as  a result of the mechanical filtering of p(t) by the middle and 
inner ear. 

Presumably, then, the residue pitch is largely determined by this 
Physiological manifestations accompanying the process of conversion of 

4 

More careful measurements have shown, however, that there is a second residue 
2 No 

In accordance with(1) and (3)  we assume that the pressure spectrum of the stimulating 
signal impinging on the tympanic membrane can be presented (for 100% modulation) a s  

(4) 
[(n-l)wtAw]tt cos[nw+Aw]tt~cos[(ntl)wtAw]t 1 

We shall also assume that for the intensities of interest the middle ear and basilar mem- 
brane act as a linear mechanical device. The superimposed effect of the incoming stim- 
ulating components can be computed for any particular point of the membrane. 
most important point is presumably that which is most sensitive to the central frequency 
component of the stimulus. In order to perform the computation for the displacement 
at a particular location on the basilar membrane, the transfer characteristics for the 
signal components would have to be known. Possible computational models for 

6 basilar -membrane displacements has been presented by Flanagan’ and Siebert. 
It wil l  be sufficient for our purposes merely to suggest the algebraic form of 
the result. 

The 

At  the point which is maximally sensitive to the frequency wo presumably the energy 
in both side bands wil l  be reduced relative to the carrier ,  but the upper side band wi l l  
be reduced more than the lower, since the tuning curves are steeper on the high- 
frequency side. For narrow-band signals we may assume that the phase characteristic 
is approximately linear and hence choosing the time reference appropriately may express 
the displacement of the membrane a s  

d(t) = D { ( F )  cos[(wo-w)tt+]t c o s w o t t ( F )  cos[(wotw)t-+] , 1 (5) 

where 6 (which we shall assume is small) represents the effect of the asymmetry 
in the tuning curve. A s  a result, d(t) shows both amplitude and phase modulation; 
specifically, we may write (for small 6) 
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( 6 )  
b sin (ut-9) 

1 t a cos (ut-+) 
d(t) = D[ l t a  cos (ut-+)] cos wot - [ 

The phase modulation in ( 6 )  can, we believe, account for the second residue effect 
as we shall now show. 
of t = +/w we may write the argument of the carrier approximately as 

The envelope of d(t) has a maximum at w t  - 9 = 0. In the vicinity 

and thus the carrier maximum near t = +/a will  occur at 

or 

-6 9 

wo(l+a) - 6w 
t =  

Similarly, the next maximum of the envelope is at at - 9 = 2 s  and in Lat vicinity the 
carrier has a maximum at 

6(wt-9-2s) 

I t a  = n2s wot - 

or 

2sn(lta) - 2 s b  - 69 
w o ( l t a )  - 6 w  

t =  

(9) 

Subtracting (9) from (1 1) to get the time interval between the peaks (which we assume 
is the reciprocal of the 

bw 
ita- - 

6 n - -  l t a  

wo - - 
w =  r 

residue pitch, 4 2 s )  we obtain 

AW 
n-- l t a  

6 .  w t  

Compared with (2) this shows exactly the effect desired, i. e. , an increased slope in the 
plot of or vs Am. 

The calculation has, of course, considered only one spot along the basilar 
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membrane - albeit the most sensitive one - as contributing to the perception of pitch. 
Other nearby areas wil l  certainly contribute, however, and will have a different timing 
between peaks than that implied by (12). 

H. Fischler 
Further studies a re  in progress. 
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F. STATISTICAL THEORY OF FIELDS 

In this report we continue to explore some of the consequences of the statistical 
theory of fields described in Quarterly Progress Report No. 80 (pages 243-247). Our 
calculations wil l  be based on a soluble neutral scalar field, mainly to illustrate the gen- 
eral  dynamical features. It wi l l  become quite clear that if  the theory is valid other fields 
can be treated similarly. For each problem only a minimum of statistical features wi l l  
be introduced to keep the number of parameters as low a s  possible. For example, in a 
self-energy problem or the structure of the source, only the total momentum of each 
mode is assumed to be known, whereas more realistically a knowledge of the average 

Fig. XXI-6. The cavity. 

field 5 could be added to correspond to coulomb 
behavior for large distance. 
culations this behavior is achieved by a boundary 
condition on the field. 

In the present cal- 

For simplicity, let us first consider the case 
of a cavity field. This problem is of importance 
not only because it is the original area in which 
the quantum hypothesis was first introduced by 
Planck but also because it can serve as  a model 
in which the concepts of equilibrium, interaction, 
coherence, and the processes of production, 
scattering, detection, and observation, can be 
examined in their bare essentials. In fact, in our 
theory the concept of an elementary particle has 
a close kinship with radiation trapped in a cavity. 
We start  with a cavity of rigidly reflecting walls 
and provide a means of interacting with the radia- 
tion inside the cavity through a coupling placed 
on tke wall (Fig. XXI-6). The coupling can 

serve as a means of injecting radiation into the cavity, but it can also serve a s  a detector 
through which we may examine the state of the cavity. With this wider concept of a 
source in mind, let us write the Hamiltonian of the system in the rest  frame of the 
cavity. Since the field is real, we have 

H = C %(azak++) + H~ - 1 1 g(2wkV)-1/z (aze-ilm+akeikx) F(t,x) d3x, (2 9) 
k k 

where Hw is the Hamiltonian of the rest  of the system including the walls. 
energy is drawn from the cavity will, of course, go into Hw; aside from this, we 

Whatever 
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temporarily ignore the function of H 
The following field-theoretical results a re  derivable through the conventional action 

principle: (a) Starting from the ground state of the cavity, a prescribed time-dependent 
function F(t, x) = F(t) wi l l  inject into the cavity for each frequency a Poisson distribution 
P = e-N Nn/n!, where N = g (2wy)-lI F(w)  I '. F(w)  is the Fourier transform of the func- 
tion F(t) . (b) Poisson distributions a re  coherent superpositions corresponding to mini- 
mum uncertainty wave packets. They can be obtained directly from the ground state by 

unitary transformations U(X) = e Xa -A a , where IX I = g(2wkV)-l I F(w)  I = $/'. (c) The 

and concentrate on the cavity and its coupling. 
1 W 

2 
n 

* *  

energy transfer to the cavity is Ab = g 2 (2wkV)-l I F (w)  I ', which depends only on the 

Fourier component of the function F(t) . 
they are correlated only with the prescribed source at the given point x. 
of a time-independent interaction F(t,x) = F(x) is to displace the system of states of the 

(d) Poisson distributions a re  localizable, since 
(e) The effect 

cavity into a new system, where b = ak - g ( 2w 2 V j-'" Fk. Here, Fk is the Fourier k 
component Fk = ( 2 ~ ) ' ~  f F(x) e-ikx dx. The number of particles (virtual) is in this case 

Nk = g2 (2wkV) I Fkl and they still obey a Poisson distribution. The total shift in 

energy is bo = - 2 g2 (Zw;V)-' I Fk I '. All of these are  actually elementary consequences 

2 -1 3 

1, n -iWI 
of the solution lout> = e lin>, where WI = f 2 g(2wkV)-1/2 (a" a eipx) 

- k 
F(t,  x) d'xdt. To see it clearly, take item (a) with I in> = I O> and assume that only one 
frequency and only F(t) a re  involved. Then WI = g(2wy)-' (a F(w)taF (w)). Using 

* * 
* 

the Baker-Hausdorff formula and the fact that e aF 

e -1'1 '12 

Poisson law follows. 

I O > =  IO), we have lout>= 
* Xn(a*)n - 

1 o> = e -1XI2 /Z  c IO>=e -N/2 2 (Wn/n!)'/' I.> , from which the 
n n! n 

In connection with our theory we now make the following remarks: (a) Poisson 
distributions correspond to states of zero entropy. (b) No prescribed interaction 
term can increase the entropy even if we start  from a state of finite entropy. 
(c) The energy of a cavity in contact with a point source or  a 6-pulse neces- 
sarily diverges. The proofs a r e  quite elementary. Poisson distributions can be 
shown to have zero entropy by direct computation. In our context this is almost 
obvious because we  are  working under a constraint S = 0. The second point cor- 
responds to the circumstance that AS = 0, since the transformation is strictly 
unitary. The third point follows from the fact that for 6-interaction Fk = 1, and 
for 6-pulse F(w)  = 1, which leads to divergent results.' For the sake of com- 
pleteness we may also give, without proof, the case of a Planck distribution plus 

a coherent state. In this case the distribution is IT = (1 -e 
- 2 ~ 5 )  1/2 e-5w(a * t u )  (a+u) 
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with energy 8= w(5-k;) t w/(eZw5 - 1) and entropy 3 = -- y In (1  -e-l/y), 
dy 

1 y w = -  - 
25' - 

- 1 - Ew. The characteristic function of this distribution is C (ic) = e ic&c2 F / 2 ,  where + 
25  d 
is just the sinusoidal waveform. 

Let us now consider how our new concepts may help us. We recall that at the 
beginning of this century there w a s  a problem of ultraviolet divergence for the cavity 
radiation. 
energy quanta. Note, however, that the quantum idea by itself did not remove the dif- 
ficulty. Rather, the introduction of the quantum concept in connection with statistics 
accomplished the desired result. The decreasing exponentials that cut off the efficiency 
of the high-energy quanta a re  provided by the statistical part. Without the aid of statis- 
tics (that is, when all states a re  equally probable) the field quantization would have led 
to dv = C (8a/c ) v (nhv) which diverges even worse than the Rayleigh-Jeans distribu- 

n 
tion. Thus, quantum field theory does not provide, without the aid of its proper statis- 
tics, a solution to the original problem of the cavity radiation, and we should not expect 
it to give finite results when more elusive concepts such as the virtual particles and their 
energies a re  involved. 

This difficulty w a s  removed by Planck with the introduction of the idea of 

3 2  

In our theory the virtual particles a re  on an equal footing with the real particles, and 
we must t ry  to remove the self-energy difficulty in a manner similar to cavity diver- 
gence. A way of doing this w a s  presented in the previous report. 
this simple model with regard to the scattering and production processes. 

Now we exploit further 

The apparent spread of the source may be calculated as ,  

which at large r vanishes, which corresponds to Coulomb behavior. For small dis- 
tances, r - p, the source behaves in the rest frame as though it were an extended object. 
This behavior is reminiscent of the usual cutoff theories, but the similarity is illusory. 
Here the object is a statistical distribution of virtual particles and, in general, this can- 
not be interpreted as an extended body nor as a smearing of the &function. 

Clearly, the nature of the source and the behavior of the function F(t,x) are  
not accessible to direct experimental examination. We may, however, infer from 
field theory that the source particle itself is a solution of some field equations, 
and, therefore, describable as coherent or incoherent superposition of waves, 

- 4  3 F(t,x) - Z ck e 
-p ( 5  ) 

or  C Ji'ky +k d k, and so on. 
k k 

We may now consider the behavior of the source point. Evidently, we cannot imagine 
it as permanently fixed or in a state of prescribed motion. Our concepts lead us to 
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conclude that the behavior is more like a fluctuation depending on the situation and the 
particular statistics that it obeys. Here it finds itself in an incoherent superposition of 
virtual photons, and, like a particle in a heat bath, undergoes an unpredictable jittery 
motion. From the general entropy l a w  we may infer that the two parts, the virtual cloud 
and the source particle, should be in a state of statistical equilibrium. If we assign to 
the source the parameter G p  and to the cloud Spy we may write 
situation is no longer soluble in the usual sense and the fu l l  iteration process is required, 
we know ahead of time that the integrals are  convergent. 

= 5;. Although the * (P * 
Let the total energy be 

r r  F= E* t z-- 2 0, 5* = G+ = 5 ,  (3 5) 

which is to be identified a s  the observed rest  mass. 
and the additional statistical parameter, 5 ,  a re  then to be related. Since we have three 
phenomenalogical constants and four theoretical parameters , we must have an additional 
condition to determine them all. A reasonable assumption seems to be to invoke some 
partition postualte between the two representations 9 and +. If one interprets this as 
ti? = Q&‘ 

could be considered reasonably complete, at least as  far a s  the neutral scalar theory is 
concerned, although for electrodynamics the problem of gauge and extra complications 
caused by the magnetic moment have to be separately faced. 

Coming to problems of more immediate experimental interest, we have examined 
scattering and production cross sections. Low-energy limits of the cross sections agree 
with the usual formulas. At extreme high energy, the exponential factors make their 
presence felt and all contributions tend to zero. 
momentum virtual particles which mediate the interactions, and can be understood by 
analogy to cutoff theories. The number of bosons produced in a Bremsstrahlung experi- 
ment thus behaves as  

Bare masses, the coupling constant, 

- 
where Q is a theoretically inferable constant, then the dynamics of the source + *’ 

This is due to the scarcity of high- 

where Ap is the momentum transfer. At low energy we have the usual behavior, whereas 
at high energy the result is no longer divergent. It seems therefore, possible to test the 
theory with extreme high-energy scattering and production experiments For example, 
deviations from the well-known Klein-Nishina formula (or pair production cross sections) 
a re  expected at extreme high energy. The magnitude of the deviations is not exactly 
deducible at the present stage, since we do not yet know the size of p and what other 
interactions a re  involved for any given particle. All that we may infer within reason is 
that, if our ideas a re  valid, the theory is convergent, exponentials a re  there, and they 
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wi l l  make their presence felt beyond some definite limit. This general feature would be 
of some importance with regard to meson theory. Since the statistical factors seem to 
provide convergence, irrespective of the strength of the coupling, the strong interaction 
physics may not necessarily fall outside field theoretical approach. 

The theory is expected to lead to differences over the existing theory for bulk 
material at extremely low temperatures. Preliminary calculations show that critical 
temperatures for superfluid and superconducting materials would be affected. This 
comes about mainly because of different weighting over virtual phonons. Differences 
are,  however, not as large as it might be expected at first sight, because of natural cut- 
off of high-energy phonons at wavelengths corresponding to lattice spacings. A system- 
atic re-evaluation of contributions to specific heats and thermodynamic properties is in 
progress and might provide testing possibilities for the theory. A reconsidera- 
tion of the Lamb shift in hydrogenlike atoms indicated that no observable difference 
is expected over the usual theory. Since the largest contributing factor in Lamb 
shift (-1015 Mc/sec) is the self-energy difference between a bound electron and a free 

1058.03 Mc/sec slightly. Preliminary calculations indicate, however, that the difference 
= 0.26 Mc/sec is too large, unless we give unrealistic values to Gp. A'Exp. - A'Theor. 

It is probably safer to assume that the present experimental difference is due to some 
other contribution and that the effect of the theory on Lamb shift is undetectably small. 
It is doubtful, at present, whether any new features are  produced regarding the high- 
energy diffraction peaks or Regge-pole structure. In particular, the problem of mass 
spectrum seems as  remote a s  ever; however, the problem of unstable particles seems 
to take some physical form. If the statistical theory presented here is valid, the 
Cp-parameter, a s  applied to elementary systems, might be interpretable a s  a state 
index, and the conditions of two-way stability and metastability in the presence of all 
existing fields may have something to do with the mass spectrum. In this case the ques- 
tion of elementary-particle physics would appear to be shifted to the question of ele- 
mentary fields. In this connection it would be interesting to study the implications of 
irreversibility as applied to elementary processes to see if new selection rules are  
implied. For example, it would appear that the p-decay increases entropy, and there- 
fore the inverse process can take place only in relation to other processes which provide 
the necessary decrease. Similarly, annihilation of protons with antiprotons, which by 
themselves a re  stable, emission of a photon, and sending of a single quantum as a signal 
to some given direction should perhaps be counted a s  irreversible processes. We should 
take caution, however, with regard to such far out considerations before we have some 
experimental tests as to the usefulness of the theory. 

a s  probability amplitude is perhaps not so forbidding, but 25 = p a s  the inverse of 

- - electron, our statistical weight is expected to reduce the theoretical value A b  Theor. 

-H(G+it) I > We conclude with a few ancillary remarks: (i) The interpretation of e 
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temperature would seem to lose its meaning for single particles. We believe this dif- 
ficulty can be removed by interpreting p, in the case of elementary particles, as  an 
information parameter in the Shannon sense, rather than as actual physical temperature. 
Note in this connection that in general we need to cast information theory in amplitude 
form, and construct the probabilities as  w = f f, since ordinary information theory is 
based on objects (switches, levers) of stochastic stability. For objects of stationary 
stability (consider, for example, the problem of using metastable states of atoms a s  
memory devices) , phase information is important, and probability amplitude, rather 
than the probability itself, would be more useful. 
theory is formally possible and reverts essentially to field-theorylike formulas. (ii) The 
general method may be adapted to wave propagation and dissipation problems by noticing 
that 6(2 11) = -(2 18 r t ia  W I 1) 6x'. The Schrodinger equation analogue of this would be 
ia/atl ) = (H+iK) I ), where H is the Hamiltonian operator, and K is the rate of entropy 
production. The last quantity is in general not constant; however, it is a positive defi- 
nite quantity. Evidently, one may construct it as a quadratic function K = X'O X'. 
It follows that 0 
the nonsymmetric part does not contribute. 
seems to suggest complex Lorentz transformations. Since the problem of the represen- 
tations of the ordinary Lorentz transformations is nebulous enough, we should t ry  to 
avoid this a s  much as  we can. But i f  we cannot, we should probably swing all the way 
and interpret all representations statistically in the sense of some random theory. 
Already, the published statistical interpretations of reflections and the I' zitterbewegung" 
of the electron seem to point in this direction. In this case, the equivalence of Lorentz 
frames, the problem of normalization, stability, ergodic hypothesis, and so forth wil l  
all have to be restated in terms of more general (completed) representations. But i f  
the simpler situation adopted in the present theory in which the imaginary part is iden- 
tified a s  the presence of incoherent superpositions is valid, then no extra complication 
beyond the power of known statistical methods seems to arise.  

t 

Such an extension of information 

P ' 

" 
can be taken as symmetric (Onsager's reciprocity principle), since 

(iii) Our introduction of statistical weight 
P' 

The present approach has many roots in the past literature of the subject. As early 
as 1932 , Block pointed out the similarity of the Schrodinger equation and statistics by 
his equation aZ/ap = -(H/k)Z, where Z is the partition function.' Landau and Lifschitz, 
Rosenfeld, Guth and Callen discussed the fluctuation relations A d  - Ap >, k; especially 
Guth pointed out its formal connection with the Heisenberg uncertainty relations .3 The 
Green's function method of Matsubara, Schwinger and Martin, and others is well known. 
These take advantage of the analogy between i p  and t. 
analogue of the expansion of the partition function: Landau and Lifschitz, and Rosenfeld 
have also discussed, to some extent, the physical unity and epistomological background 
of the statistics and ordinary quantum mechanics. 
on the basis of the density matrix, the operational and statistical nature of physical 

Feynman gave the field-theory 

5 Fano and Ter  Haar6 stressed, 
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7 observations. Rosen made an attempt toward a statistical interpretation of the Lorentz 
transformation. The author has studied the nature of observation, first on the basis of 
a principle that is reminiscent of the present one, and later in connection with a theory 
of human perception. The author's old associate and friend, Stanley S ~ h n e i d e r , ~  real- 
ized, as  we do, that the structure of field theory is that of a gas at infinite temperature, 
and attempted a solution of divergence problems by applying conventional statistical 
methods to the vacuum. He also realized the role of entropy and considered a special 
case of the uncertainty relations ASAn >, k, where n is the number of particles, and S 
is the entropy. He concluded on the basis of his ideas that for v = c all cross sections 
vanish. Therefore, he considered scattering of light by light a decisive test area for his 
theory. At the time when we exchanged our ideas, he did not have a general principle 
or a definite conceptual procedure to carry out his program. He had in mind a non- 
Hermitian Hamiltonian to allow continuous dissipation and decay. Although this idea is 
not clearly related to his concept of vacuum statistics, it has definite appeal from the 
point of view of unstable particles, and it might be possible to approach the problem from 
this angle [see remark (ii)]. 

To our knowledge, no previous work has attempted a unification of quantum field 
theory with statistical mechanics by combining entropy and action and introducing micro - 
scopically the space of four-dimensional Cp-variables, although such an idea is immi- 
nently plausible from Gibbls original argument regarding the derivation of the Boltzmann 
factor e-PH, and also from the formal analogies between statistical mechanics and field 
theory. 

8 

H. Yilmaz 
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A. SUMMARY OF RESEARCH PROGRESS: THEORY OF THE RETICULAR 
FORMATION 

Research on the functional organization of the reticular core of vertebrate control 
Our problem is as  described in nervous systems has reached a significant landmark. 

Quarterly Progress Report No. 76 (page 3131, but our progress has been achieved with 
a somewhat different model than that mentioned there. 

The new model is enclosed within heavy lines in Fig. XXII-1, with everything outside 
only for generating an appropriately structured environment for computer simulation. 
The y.. in Fig. XXII-1 are all 3-variable symmetric switching functions of the binary c.. 

13 1 
The typical module interconnection scheme is suggested by the M5 hookup. Each module 
in Fig. XXII-1 is a hybrid probability computer, with schematic as shown in Fig. XXII-2. 
It receives 4-component probability vectors Pgi from above and Pui from below, as well 
a s  generating a corresponding Pni from its Nia part. The jth component in each case is 
the probability a s  computed by the module of origin that the over-all reticular formation 
model's present y.. input-signal configuration is properly a mode j one. The Pui, Pgi, 
and Pd vectors are  passed componentwise through an f function as shown in Fig. XXII-3, 
and weighted in the subsequent lAvf units according to formulas of the type 

13 

C*Pn t capu t CgPg 
cn t c a t  cg P =-  f 

where Cs = Cs Cn Q, with all factors variable and determined according to two module 

decoupling principles and a potential command principle which demands that information 
1 2  

* 
This work was supported by the National Institutes of Health (Grant NB-4897-03), 

the U. S. Air Force (Aerospace Medical Division) under Contract AF33( 615) -3885, and 
by a grant from The Teagle Foundation, Inc. 
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Fig. XXII-1. Simulation model (S-Retic). 
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Fig. XXII-3. The f(p) function. 
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Fig. XXII-4. S-Retic output scheme. 
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constitute authority. The h, T, h-', N, and UD blocks in Fig. XXII-2 are  to insure that 
every Pi is an appropriately normalized and delayed probability vector. Figure XXII-4 
shows our Fig. XXII-1 model's output model detection scheme. 

tation Laboratory, M. I. T. , in collaboration with J. Blum, W. L. Kilmer, E. Craighill, 
and D. Peterson. The model converged to the correct output model indication in each 
of approximately 50 test cases, and always in from 5 to 25 time steps. This is just what 
we had hoped for. 

that can handle conditioning and extinction in a satisfactory time-domain sense. 
design wil l  again be programmed for simulation on the Instrumentation Laboratory com- 
puter. 

[Dr. W. L. Kilmer is now at Michigan State University, East Lansing, Michigan.] 

( r  

The model has been successfully simulated on the Honeywell Computer at Instrumen- 

We are  now concentrating on the functional design of a considerably enriched model 
The 

W. S. McCulloch, W. L. Kilmer 
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B. REALIZABILITY OF A NEURAL NETWORK CAPABLE OF ALL POSSIBLE 
MODES OF OSCILLATION* 

1. Introduction 

Dr. McCulloch has called our attention to the need for investigating the modes of 
oscillation of neural nets with feedback and under constant input. The question "How 
many possible modes of oscillation are there for N neurons?" has already been 

N 
answered by C. Schnabe1.l There are  I; (K-l)!(2KN)possible modes of oscillation. 

The next question is, "Are all of these modes realizable with a fixed anatomy?" The 
answer is affirmative, provided there is a minimum number of input lines to the net- 
work. The proof is presented here. 

K= 2 

K= 2 

* This report was prepared at the Instrumentation Laboratory under the auspices of 
DSR Project 55-257, sponsored by the Bioscience Division of National Aeronautics and 
Space Administration, Contract NSR 22-009-138. 
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2. Y-Networks 

Consider N formal neurons with interactions of afferents 
m 

NEUROPHYSIOLOGY) 

(those described by 
McCulloch in (SAgathe Tyche"') forming a one-layer network with M binary inputs, and 
in which each neuron binary-output feeds back to the same neuron and to all the others. 
The number of inputs to each neuron is, then, M t N. At any time t the output (or state) 
- 0 or 1 - of any neuron is determined by the value of its inputs at time t - 1. Therefore, 
the state of any neuron at time t is determined by the states of all of the neurons and the 
inputs to the network, both at time t - 1. 
defined as the array of N zeros and ones that indicate the state of each neuron at this 
time. Thus, we can say that the state of the network at time t is determined by the 
state of the network and the input configuration, both at time t - 1. 

N possible states. We can imagine some 
particular networks in which some of these ZN states are  never reached. We are inter- 
ested in those networks in which any of the ZN states may be reached from any initial 
state by at least 1 input sequence. Such networks are  here referred to as 3-networks. 
Thus, an 3-network is a network of N neurons forming one layer in which the output 
of each neuron is connected to itself and all of the others, and any of the ZN states may 
be reached from any initial state by some input sequence. 

At any time t ,  the state of the network is 

For a network of N neurons, there are  2 

Consider the set  of all possible states S = (S1, S,, . . . , S and the set  of all possible 
2 N> 

configurations of the inputs S = (W1, W2,. . . , W 

From these sets, we form all possible doubles 

of an 3-network with M inputs. 
2 M) 

(si, wk) 8 

M t N  where Wk E W and Si E S. We have ZM* ZN = 2 MtN doubles. We now generate 2 

successors of the form 

by arbitrarily assigning to each double (Si, Wk) an element S. E S and only one, and using 

any S. E S at least once. 
referred to as a "set of successors, v(N,M).'I 
and form from them a new ensemble Y. 
of successors v(N, M). 

configuration at time t - 1, and S. is the state at time t, we can form a set, v, of 2 

successors of the form 

J 
The set of 2 MtN successors generated in this manner is 

We generate all possible sets v(N,M), 
Thus, 'V is the ensemble of all possible sets 

3 

Returning to any one 3-network, if Si is the state at any time t - 1, Wk is the input 
M t N  

J 
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which describes completely the behavior of the net. 
that the inverse is also true, i. e., given any arbitrary v, there is an .$?-network that 
is described by v. 

LEMMA 1. 
to design an 9-network of N neurons and M inputs that verifies v(N, M). 

inputs each. 

determines one area in a Venn diagram of N t M inputs. 

Obviously v E 'Y. We wil l  prove 

Given an arbitrary set  of successors v(N, M) E 'Y, it is always possible 

Proof. The proof consists in generating, from v(N, M), N Venn diagrams of N t M 
3 The network can be designed from the N Venn diagrams (see Blum ). 

We first note that each double (Si, Wk) of each successor (Si, Wk) - S of v(N, M) 

Let us assume that we have drawn the Venn diagram for the first neuron. Then, we 
put a jot in those areas of the Venn represented by all (Si,Wk) for which the S. indicate 

J 
that the state of that neuron is 1 (fires). We repeat the same for all of the N neurons. 
Thus, for each combination (S., Wk), the corresponding S. is determined. 

3. Modes of Oscillation 

j 

1 J 

Consider a system of N formal neurons and M inputs. If we define the state of the 
system at time t as the array of N zeros and ones that indicate the state of each neuron 
at time t, there are 2N possible states. A mode of oscillation of the system is defined 
as  any sequence of states that is repeated under a constant input and involves more than 
one member state. A k-dimensional mode of oscillation is a mode that passes through 
k different states. 

1 The number No of possible modes of oscillation of N neurons is (see Schnabel ) 

N k= 2 

N 0 = 2 (k-l)! (zk"). 
k= 2 

LEMMA 2. All N possible modes of oscillation of N neurons can be described by 
0 

a set of successors v(N, M) such that 

N 
1 kT - M 2 log, 

k=2 (g)E 
N N 

where (%)E indicates the maximum whole number that is less  than or equal to 2 /k. 

Proof. Any k-dimensional mode of oscillation can be divided in k-steps. Each step 
canbe expressedby a successor ~ 

where Si and S. are the states of the step, and Wk is the constant input word that 
J 
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i 

produces the mode. If we require that two modes with at least one state in common can- 
not be specified by the same input configuration, we can insure that for each double 
(Si, Wk) there is one and only one S 

j. 
Thus the number of k-dimensional modes of oscillation that may result from any one 

the largest integer that is less  than or equal to 2 /k. input configuration is N We denote 
N 

this integer by The number of input configurations necessary to specify all 

k-dimensional modes, is 

(number of k-dimensional modes divided by the number of k-dimensional modes speci- 
fied by each input configuration). 
then is 

The minimum total number of input configurations 

N k= 2 (k-l)! 

t- 
k=2 (qE 

and therefore the number of input lines, M, has to be such that 

o r  

M 2  

N 

kT k= 2 

N 
Since '=; k! ('r) doubles have been used in describing all modes of oscillation, 

we can arbitrarily assign one and only one S. to each of the remaining doubles; that is, to J 
k= 2 

N 
- to ZMtN '=: k= 2 k! (?:)doubles. This could be, for example, the state S 000.. . . 00 

all of the doubles left. 

QPR No. 82 283 



(XXII. NEUROPHYSIOLOGY) 

THEOREM. Given N neurons and M input lines such that 

M 2 logz 

N 

"7 k= 2 

(k-1) ! 

it is always possible to design an 9-network that verifies all possible modes of oscil- 
lation. 

Proof. All possible modes of oscillation of N neurons can be expressed by a set 
v(N,M) of successors such that 

According to Lemma 1, it is always possible to design an 9-network that verifies any 
v(N, M), in particular, that which describes all possible modes of oscillation. 

The minimum number of jots, JI / ,  per Venn diagram for such an 9-network is the 
same for all of the neurons of the network. 
The number of modes of oscillation that pass through any one state is 

This number can be computed as follows. 

N k= Z 1 (k-l)! ( zN-l) k-1 
k= 2 

This number gives the number of doubles that correspond to the same S. in all suc- 
cessors (Si, Wk) -S 
Venn areas for which S. indicates that the neuron fires. 

Sj. 

J 
In describing the first neuron, for example, we put jots in the 

J 
j' 

There are ZN-' of these states 
Therefore, the number of jots, J', for the Venn of that neuron is at least 

k= 2 

and J' is the same for all neurons. 
R. Moreno-Diaz 
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Academic and Research Staff 

Prof. W. D. Jackson 
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Dr. G. 0. Barnett 

Graduate Students 

A. N. Chandra 
J. F. Young 

A. STATUS OF RESEARCH 

Work has continued on the analysis of the blood-pressure regulatory system, with 
emphasis placed on the detailed understanding of the functioning of the components that 
constitute this system. Arnold N. Kramer and Michael C. Raezer completed Bachelor's 
theses on "Irregularities in the Normal Heart Beat: A Statistical Analysis," and "Nerve 
Firing Patterns of Cardio-Inhibitory Vagus Nerve Fibers, I' respectively. A short 
account of their results follows. 

1. Irregularities in the Normal Heart Beat: A Statistical Analysis 
1 It has been observed that the heart period (reciprocal of heart rate) of chloralose- 

anaesthetized dogs becomes irregular when high blood pressure raises heart period 
above a critical value. This is illustrated in Fig. XXIII- 1, which shows that to the right 
of arrow B the heart period undergoes very large and sudden variations. Similar results 
can be obtained by raising the heart period with morphine. The origin of these irreg- 
ular  beats is vagal, since atropine or the sectioning of the vagus nerves abolishes the 
effect. 
the P-wave nor the P-Q interval shows any discernible change. 

period during atrial fibrillation, 2' 

above does not appear to have been studied. 
liminary results on some of the statistical properties of these irregular beats. The 
techniques that a re  used a re  similar to those described by Gerstein and Kiang and 
Rodieck et al.5 for the analysis of interspike intervals of auditory neurons. Throughout 
the investigation great care is exercised to choose stretches of stationary data, since 
the results vary with the depth of anaesthesia of the experimental animal. 

The ECG appears to be completely normal during these irregular beats: neither 

Although some results have been reported on the statistical properties of heart 
the irregularity during normal beating described 

The purpose of this work is to obtain pre- 

4 

An illustration of the results obtained in a dog during a run consisting of 379 cardiac 
cycles is shown in Fig. XXIII-2. Figure XXIII-2a shows the distribution of heart periods 

* 
This work was supported by the Joint Services Electronics Programs (U. S. Army, 

U. S. Navy, and U. S. Air Force) under Contract DA 36-039-AMC-O3200(E). 
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Fig. XXIII- 1. Development of irregular heart rate at a high level of 
blood pressure and heart period. The pressure w a s  
raised by the infusion of Levophed. 

in the form of a histogram, while Fig. XXIII- 2b displays dependence between successive 
heart beats in the form of a joint interval h i ~ t o g r a m . ~  Figure XXIII-2c and 2d shows 
conditional histograms. The first one gives the distribution of heart periods of those 
beats that follow a short beat (shorter than the average), and the second gives the distri- 
bution of heart periods of those beats that follow a long beat (longer than the average). 
Figure XXIII-2e is a plot of the average heart period as a function of the duration of the 
preceding beat. These values of the "conditional mean" can be obtained by the averaging 
of vertical slices of the joint interval h i ~ t o g r a m . ~  Finally, Fig. XXIII-2f is a stretch of 
the original record, showing heart period as a function of time. Each jump corresponds 
to one heart beat. 

The interesting feature of this record is that the heart period is mainly clus- 
tered about three values. This is shown by the three peaks in the histograms, the 
three clusters of points in the joint interval histogram, and the three horizontal 
bands of density in the original recording. The plot of conditional means indicates 
that, on the average, long beats tend to follow short ones, and short beats to 
follow long ones. 
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Fig. XXIII-2. Distribution of lengths of irregular heart periods. (a) Histogram. 
(b) Joint interval histogram. ( e )  Conditional histogram of beats 
following a short beat. (d) Conditional histogram of beats following 
a long beat. (e) Conditional mean vs length of previous heart beat. 
( f )  Heart period vs time. 
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2. Nerve Firing Patterns of Cardio-Inhibitory Vagus Nerve Fibers 

It is well known that the heart rate is influenced by the sympathetic (accelerator) and 
vagus (decelerator or cardio-inhibitory) nerves. It is also known that short, transient 
changes of blood pressure affect the speed of the heart primarily through the vagus 
nerves. As part of the pressure regulatory reflex, a rise in the pressure reflexly 
increases the vagal firing frequency, thereby slowing the heart, while a drop in the 
pressure inhibits vagal firing and causes an increase in heart rate. 

Recently, several characteristics of the control loop which changes heart rate as a 
result of a change in blood pressure have been described.l The system w a s  shown to be 
nonlinear, but the physiological mechanism responsible for the nonlinearity w a s  not 
determined. In order to characterize the system more completely, it is desirable to 
record the neural activity both on the afferent (pressure receptor) and efferent (vagal) 
side. 
inhibitory vagal activity. 

This work is concerned with the recording and analysis of the efferent cardio- 

Reports of successful recordings from the efferent vagal fibers have appeared quite 
recently. Weidinger, Hetzel and Schaefer have reported that, in the cat, small vagal 
fibers in the vicinity of the heart show discharges with a cardiac rhythnn. Calaresu and 
Pearce,' however, failed to see any activity with a cardiac rhythm in the cervical vagus 
of the cat, and questioned the accuracy of the findings of Weidinger. Shortly before this, 
Jewett reported recording from cardiovascular fibers of the cervical vagus of the dog. 
These fibers showed cardiac synchronization, although the initial burst of activity 
shortly following the systolic rise of the blood pressure w a s  not nearly as conspicuous 
as is the well-known, sudden increase in the activity of the pressure receptors during 
the steep rise in the pressure. 

6 

8 

Thus far, we have recorded efferent vagal activity from the cervical vagus of three 
anaesthetized dogs and one cat. 
patterns examined, 22 exhibited a cardiac rhythm. Three of these recordings were 
obtained from the cat. For  several preparations it w a s  demonstrated that a slowing of 
the heart w a s  preceded by an increase in vagal firing frequency. 

Further work is being done on the quantitative characterization of the relationships 
between blood pressure and efferent vagal firing frequency, and between efferent vagal 
firing frequency and heart rate. 

The technical assistance of N. Pantelakis and J. Poitras of the Massachusetts 

Computer analysis has shown that out of the 37 firing 

General Hospital in obtaining the nerve recordings is gratefully acknowledged. 
P. G. Katona 
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Resea rch  Staff 

Martha M. Pennel l  Gail  M. Fratar Veronica E. McLoud 
T. H. Brooks R. M. Nacamuli 

A. A COMPUTER INDEXING PROGRAM 

Today the re  are seve ra l  indexes (e. g.,  KWIC, Chemical ) which have been 
prepared essent ial ly by computer techniques. For the mos t  p a r t  the computer pro-  
g r a m s  involved are too sophisticated to  be used f o r  indexing a small number of t i t les  
such as would be found in one 's  personal  l i b ra ry  or that of a small r e s e a r c h  group. 

We have wri t ten a computer p rogram that permutes  and alphabetizes the key words 
in  a title of, at most ,  132 cha rac t e r s  fo r  a maximum of 70 titles. 
cons is t s  of en t r i e s  132 cha rac t e r s  wide with the key word made to l ie  in column 67 and 
the rest of the title shifted and folded over  if it extends beyond the allotted length. 

The index obtained 

The mos t  difficult obstacle to  overcome in such a program is to define what is meant 
by a key word. 
alphabetization those en t r i e s  in the index whose key words were  not of i n t e re s t  were  
manually discarded. Such a method is possible only if the number of titles is small. 
Some other  indexing programs  have used a table of non-key words  which the program 
re fe r r ed  to  each  time. 
key words  a r e  ignored. 
such a program, the table of non-key words  changes radically and mus t  be reconstructed 
each  time. 

In our  p rogram a key word was sa id  to have at least four  le t te rs .  After 

Such a method has  the disadvantage that t i t les  consisting of non- 
Moreover,  if  s eve ra l  groups with d iverse  in t e re s t s  are to use  

Thus far, we have indexed 212 titles with the following resul t s :  

output  1555 titles 

Acceptable titles 1275 

Unacceptable t i t les  28 6 

75 Number of acceptable key words 

Average occurrence 3.73 

Percentage of unacceptable t i t les  8% 

1 The program is now being used to help update "Basic  Data." 
Martha M. Pennell ,  R. M. Nacamuli 

* 
This  work was supported in p a r t  by the Joint Serv ices  Electronics  P rog rams  

(U. S. Army,  U. S. Navy, and U. S. Ai r  Fo rce )  under Contract DA 36-039-AMC-O3200(E). 
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B. EXAMPLE OF SYMBOLIC MAMPULATION OF POLYNOMIALS IN MAD 

The ease of solution of numerical problems by means of a digital computer is often 
lessened by necessary prior tedious mathematical manipulations such as  the example 
discussed here, the multiplication of polynomials. 
arose is the following. 

The problem from which this example 

Let x = sin 6 cos +, y = sin 6 sin +, z = cos 6 (1) 

4 4 4  w l = x  t y  t z  -3/5  

6 6  4 4 4  w2 = x t y t z6 - 15/11[x t y  t z  ] t 30/77 

8 8  6 6 6  4 4 4  w3 = x t y t z8 - 28/15[x t y  t z  ] t 154/143[x t y  t z  ] - 7/39. 

Let f(x, y, z) be a product of 2 to 4 factors each of which is wl ,  w2 or w3. We want 
to evaluate integrals of the form 

J:" d+ Jo* f(x,y, z )  sin 6 de. (3) 

We can approach the problem in two ways, either by numerical approximation or for- 
The latter method, which is preferable, would involve so much tedious mal integration. 

algebra to expand the product f(x, y, z )  that it would be futile to attempt it unless 
the process could be mechanized. Investigation proved that this could be done 
quite easily. 

Our problem is to find an algorithm that will construct symbolically the product 

If n is the highest power of x,y, z occurring in P, then P can be represented 
P(x,y, z) 

by the ( n t  1) X (n t 1) X ( n t  1) array P I ,  where Pl(1, J , K )  is the value of the coef- 
ficient of the term P(x,y,z) in which the powers of x,y, z are I, J , K ,  respectively. 
If m is the highest power of x,y,z occurring in Q, then Q can be defined simi- 
larly by an (m+l) X (mt l )  X (mt l )  array Q1. If we define a new array ANS, where 
ANS(I1, J', KI) is the coefficient of the term of the product P(x,y, z )  Q(x, y, z) in 
which the powers of x,y, z a re  I f ,  J1, K1, then 

Q(x,y, z ) ,  where P ,Q are  polynomials in x,y, z. 
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ANS(I1, J I ,  K') = 1 Pl(1, J, K) * Ql(I1, JJ, KK). 
ItII=If 

Jt JJ= Jl 
KtKK= K' 

1 This algorithm was programmed in the MAD language as  listed below. Here X1, 
Y1,Zl are the maximum pbwers of x ,y ,z  in P(x,y, z), and X2,Y2,22 are the maximum 
powers of x, y, z occurring in Q(x, y, z). 

Z E c i  

LCCP 

AMs (I 1 =o. 
T T i  LCGP,  FOF I = C , l , I . G . X I  
T 'R LGCP,FOR J=C,l,J.G.Y 1 

The routine may be called repeatedly i f  the product of more than two polynomials 
From (1) the powers of sin 8 ,  cos 8 ,  sin 4, cos 4 in the term whose 

The desired integration (3) can now be 
(2) is desired. 
coefficient is ANS(II, J', K!) are easily obtained. 
performed analytically term by term with the use of the recurrence relation 

n- 1 n sinmt1 x cos x n - 1 m n-2 sin x cos xdx  = t - sin x cos x dx, s m  m+n m t n  

m,n  > 0. 

The calling program and the subroutine were debugged and run on the time-sharing 
system at the Computation Center, M. I. T. 

Veronica E. McLoud, Martha M. Pennell 
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